
http://www.cambridge.org/9780521811279


This page intentionally left blank



Applied Ecology and Natural
Resource Management

The science of ecology and the practice of management are critical to

our understanding of the Earth’s ecosystems and our efforts to conserve

them. This book attempts to bridge the gap between ecology and natural

resource management and, in particular, focuses on the discipline of

plant ecology as a foundation for vegetation and wildlife management.

It describes how concepts and approaches used by ecologists to study

communities and ecosystems can be applied to their management. Guy

R. McPherson and Stephen DeStefano emphasize the importance of

thoughtfully designed and carefully conducted scientific studies to both

the advancement of ecological knowledge and the application of tech-

niques for the management of plant and animal populations. The book

is aimed at natural resource managers, as well as graduate and advanced

undergraduate students, who are familiar with fundamental ecological

principles and who want to use ecological knowledge as a basis for the

management of ecosystems.

guy r. mcpherson is Professor of Renewable Natural Resources and

Ecology and Evolutionary Biology at the University of Arizona in Tucson.

stephen destefano is Leader of the U.S. Geological Survey’s

Massachusetts Cooperative Fish and Wildlife Research Unit, and Adjunct

Associate Professor in the Department of Natural Resources

Conservation, University of Massachusetts, Amherst.





Applied Ecology and
Natural Resource
Management

Guy R. McPherson

University of Arizona
School of Renewable Natural Resources and
Department of Ecology and Evolutionary Biology 

and

Stephen DeStefano

United States Geological Survey
Massachusetts Cooperative Fish

and Wildlife Research Unit
University of Massachusetts



  
Cambridge, New York, Melbourne, Madrid, Cape Town, Singapore, São Paulo

Cambridge University Press
The Edinburgh Building, Cambridge  , United Kingdom

First published in print format 

isbn-13   978-0-521-81127-9  hardback

isbn-13   978-0-521-00975-1  paperback

isbn-13   978-0-511-07290-1 eBook (EBL)

© G. R. McPherson & S. DeStefano 2003

2002

Information on this title: www.cambridge.org/9780521811279

This book is in copyright. Subject to statutory exception and to the provision of
relevant collective licensing agreements, no reproduction of any part may take place
without the written permission of Cambridge University Press.

isbn-10   0-511-07290-2 eBook (EBL)

isbn-10   0-521-81127-9  hardback

isbn-10   0-521-00975-8  paperback

Cambridge University Press has no responsibility for the persistence or accuracy of
s for external or third-party internet websites referred to in this book, and does not
guarantee that any content on such websites is, or will remain, accurate or appropriate.

Published in the United States of America by Cambridge University Press, New York

www.cambridge.org

-

-

-

-

-

- 











http://www.cambridge.org
http://www.cambridge.org/9780521811279
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Preface

At the risk of merely adding to the bloated and growing literature avail-

able on the disciplines of ecology and management while making little

meritorious contribution to either, this book attempts to bridge the gap

between these literatures and disciplines. As with most books, there are

few data and concepts in this text that have not been recorded previ-

ously. However, ecology and management have not always been explic-

itly linked, although each discipline can benefit from the other.

There are many ways that one could link applied ecology to the

management of natural resources. Our approach is to focus on plant

ecology, and to use this discipline as a foundation for vegetation man-

agement. Plant ecology and vegetation management are, in turn, criti-

cally important to animal ecology and wildlife management; in many

cases, wildlife managers practice vegetation management more directly

than they actually “manage” wildlife populations. This additional step –

connecting ecologically based vegetation management to wildlife ecol-

ogy and management – is also frequently recognized but seldom de-

scribed explicitly, even though it is widely acknowledged that each en-

terprise can, and does, benefit from the other. Our approach is to use the

wealth of information on plant ecology as a basis for the management of

both plant and animal populations and natural communities. This book

should be especially useful to wildlife ecologists and managers, as it will

give insight into the concepts and approaches that plant ecologists use

to examine plant communities.

Traditionally, the term “wildlife” has been synonymous with

“game,” and only species that were hunted were considered worthy

of study or management. Some still believe that the fields of wildlife

ecology and management are concerned primarily with deer, ducks, and

grouse; professional wildlife biologists have moved well beyond this nar-

row approach. A similar bias might describe the interests of plant



ecologists as being limited to pine plantations and row crops. Wildlife

ecologists still study species that have recreational or economic impor-

tance, but the field of wildlife ecology has evolved. In this book, we de-

fine wildlife as any population of vertebrate or invertebrate animals and

our interest is in linking our understanding of plant and animal com-

munities to the management of ecosystems. In fact, most ecological prin-

ciples – and many management practices – that are applicable to a few

well-studied species will also apply to many other, lesser known, species.

One message that we hope to convey is that it is the questions posed, and

the approaches used to address those questions, which are important,

rather than the target organism(s) or species of interest.

Many of the concepts and hypotheses within the data-rich disci-

plines of plant and animal ecology have not been applied to environ-

mental problem-solving. This inability or unwillingness to apply eco-

logical information is vexing and frustrating to scientists who

generate knowledge and to managers who attempt to apply that

knowledge. The gap between ecological knowledge and application of

that knowledge provides the impetus for this book. Thus, this book is

designed to organize and evaluate concepts, hypotheses, and data rel-

evant to the application of ecological principles. It serves as a portal

into a vast and growing literature on plant and animal ecology and it

provides sufficient references to allow the continued exploration of

many ecological topics. Most importantly, it provides a framework for

the application of the science of ecology to management of ecosys-

tems. The target audience is students and managers who are familiar

with fundamental ecological principles and who want to use ecologi-

cal knowledge as a basis for the management of ecosystems. We are

explicitly targeting both students and managers for several reasons.

Progressive managers are committed to lifelong learning and are,

therefore, students themselves and, as such, this book represents a

convenient starting point for new students and an opportunity to re-

fresh, re-evaluate, and “catch up” for managers who have been out of

the classroom for some time. Further, the boundaries between the

“student” audience and the “manager” audience have eroded, as indi-

cated by the student body in most academic resource-management de-

partments. As recently as 10 years ago, we used the term “nontraditional”

to describe students past their 20s; today, these students comprise a

significant proportion of most classrooms, and their ranks include

many mid-career professionals.

Chapter 1 establishes the foundation for this book and discusses

the integration of ecology and management. We begin the chapter

x Preface



Preface xi

with a description of ecology as science. This would seem obvious to

some readers, but most of the public in the United States still fails to

see ecology as a science and the management of plant and animal

populations as an endeavor based on science. One of our goals is to

illustrate and promote these relationships and connections. The four

chapters that follow address specific topics related to the ecology of

plant populations and the implications for animal populations. In

Chapter 2, we discuss interactive relationships among organisms – the

stuff that makes ecology ecology. Chapter 3 is an in-depth discussion of

community structure and a review of techniques that ecologists use to

describe structure. In Chapter 4, we address vegetation succession,

including a history of concepts, methods to study and manipulate veg-

etation succession, and the critical role of vegetation succession in

shaping communities. In Chapter 5, we close the circle by attempting

to narrow the gap between science and management, emphasizing the

importance of thoughtfully designed and carefully conducted scien-

tific studies to both the advancement of ecological knowledge and the

application of techniques for the management of plant and animal

populations.

We have tried to make this book succinct, readable, and afford-

able. While it is our hope that it is all of these things, our real intention

is to assist managers and students in their attempts to connect plant

ecology with animal populations, theory with application, and science

with management, and to act as a springboard to additional reading

and an impetus to the establishment of working relationships between

scientists and managers. With respect to the academic student audi-

ence, this book is intended to be used as a textbook for graduate or

upper-level undergraduate courses in applied ecology. Depending on

the specific interests of students and instructors, a course undoubtedly

will require supplemental readings, some of which may be referenced

herein. For example, an advanced course in applied ecology could sup-

plement this text with a discussion of discriminant analysis and thor-

ough discussion of several of the references in Chapter 3.

Although we have made every effort to make the book palatable

reading, there is no question that some of the material it contains is con-

ceptually difficult. For example, the review of models in Chapter 3 is in-

tellectually challenging, particularly for readers new to the concepts.

However, this information is fundamentally important to progressive,

science-based management. Recalcitrant readers who resist new ideas

will not want to read, reflect on, and understand this material; this book

is not intended for them.



The field of ecology continues to grow, and the importance of ef-

fective, science-based management of natural resources increases with

each passing day. The science of ecology and the practice of manage-

ment are critical to our understanding of the Earth’s ecosystems and

our efforts to conserve them (Figure P.1).
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1

Integrating ecology and management

Ecology is the scientific study of the interactions that determine the

distribution and abundance of organisms (Krebs 1972). Predicting and

maintaining or altering the distribution and abundance of various or-

ganisms are the primary goals of natural resource management;

hence, the effective management of natural ecosystems depends on

ecological knowledge. Paradoxically, management of ecosystems often

ignores relevant ecological theory and many ecological investigations

are pursued without appropriate consideration of management impli-

cations. This paradox has been recognized by several agencies and in-

stitutions (e.g., National Science Foundation, U.S. Forest Service, U.S.

Fish and Wildlife Service, Bureau of Land Management, Environmental

Protection Agency) (Grumbine 1994; Alpert 1995; Keiter 1995; Brunner

and Clark 1997) and entire journals are dedicated to the marriage of

ecology and management (e.g., Journal of Applied Ecology, Conservation

Biology, Ecological Applications). Nonetheless, the underlying causes of

this ambiguity have not been determined and no clear prescriptions

have been offered to resolve the paradox. The fundamental thesis of

this book is that ecological principles can, and should, serve as the pri-

mary basis for the management of natural ecosystems, including their

plant and animal populations.

Some readers will undoubtedly argue that managers are not inter-

ested in hearing about ecologists’ problems, and vice versa. Although we

fear this may be true, we assume that progressive managers and progres-

sive scientists are interested in understanding problems and contributing

to their solution. Indeed, progressive managers ought to be scientists,

and progressive scientists ought to be able to assume a manager’s per-

spective. As such, effective managers will understand the hurdles faced

by research ecologists, and the trade offs associated with the different

methods used to address issues of bias, sample size, and so on. Managers



and scientists will be more effective if they understand science and

management. How better to seek information, interpret scientific litera-

ture, evaluate management programs, or influence research than to un-

derstand and appreciate ecology and management?

ecology as a science

As with any human endeavor, the process of science shares many char-

acteristics with “everyday” activities. For example, observations of recur-

ring events – a fundamental attribute of science – are used to infer general

patterns in shopping, cooking, and donning clothing: individuals and

institutions rely on their observations and previous experience to make

decisions about purchasing items, preparing food, and selecting cloth-

ing. This discussion, however, focuses on features that are unique to sci-

ence. It assumes that science is obliged in part to offer explanatory and

predictive power about the natural world. An additional assumption is

that the scientific method, which includes explicit hypothesis testing, is

the most efficient technique for acquiring reliable knowledge. The sci-

entific method should be used to elucidate mechanisms underlying ob-

served patterns; such elucidation is the key to predicting and under-

standing natural systems (Levin 1992; but see Pickett et al. 1994). In other

words, we can observe patterns in nature and ask why a pattern occurs,

and then design and conduct experiments to try to answer that ques-

tion. The answer to the question “why” not only gives us insight into the

system in which we are interested, but also gives us direction for the

manipulation and management of that resource (Gavin 1989, 1991).

From a modern scientific perspective, a hypothesis is a candidate

explanation for a pattern observed in nature (Medawar 1984; Matter and

Mannan 1989); that is, a hypothesis is a potential reason for the pattern

and it should be testable and falsifiable (Popper 1981). Hypothesis testing

is a fundamental attribute of science that is absent from virtually all

other human activities. Science is a process by which competing

hypotheses are examined, tested, and rejected. Failure to falsify a hypo-

thesis with an appropriately designed test is interpreted as confirmatory

evidence that the hypothesis is accurate, although it should be recog-

nized that alternative and perhaps as yet unformulated hypotheses

could be better explanations.

A hypothesis is not merely a statement likely to be factual, which

is then “tested” by observation (McPherson 2001a). If we accept any

statement (e.g., one involving a pattern) as a hypothesis, then the sci-

entific method need not be invoked – we can merely look for the

2 Integrating ecology and management



pattern. Such statements are not hypotheses (although the term is

frequently applied to them); they are more appropriately called predic-

tions. Indeed, if observation is sufficient to develop reliable knowledge,

then science has little to offer beyond everyday activities. Much ecolog-

ical research is terminated after the discovery of a pattern and the

cause of the pattern is not determined (Romesburg 1981; Willson 1981).

For example, multiple petitions to list the northern goshawk (Accipiter

gentilis atricapillus) under the Endangered Species Act of 1978 as a

Threatened or Endangered Species in the western United States prompted

several studies of their nesting habitat (Kennedy 1997; DeStefano 1998).

One pattern that emerged from these studies is that goshawks, across a

broad geographical range from southeastern Alaska to the Pacific

Northwest to the southwestern United States, often build their nests in

forest stands with old-growth characteristics, i.e., stands dominated by

large trees and dense cover formed by the canopy of these large trees

(Daw et al. 1998). This pattern has been verified, and the existence of

the pattern is useful information for the conservation and manage-

ment of this species and its nesting habitat. However, because these

studies were observational and not experimental, we do not know why

goshawks nest in forest stands with this kind of structure. Some likely

hypotheses include protection offered by old-growth forests against

predators, such as great horned owls (Bubo virginianus), or unfavorable

weather in secondary forests, such as high ambient temperatures

during the summer nesting season. An astute naturalist with sufficient

time and energy could have detected and described this pattern, but

the scientific method (including hypothesis testing) is required to an-

swer the question of why. Knowledge of the pattern increases our infor-

mation base; knowledge of the mechanism underlying the pattern

increases our understanding (Figure 1.1).

Some researchers have questioned the use of null hypothesis test-

ing as a valid approach in science. The crux of the argument is aimed pri-

marily at: (1) the development of trivial or “strawman” null hypotheses

that we know a priori will be false; and (2) the selection of an arbitrary

�-level or P-value, such as 0.05 (Box 1.1). We encourage readers to peruse

and consider the voluminous and growing literature on this topic (e.g.,

Harlow et al. 1997; Cherry 1998; Johnson 1999; Anderson et al. 2000).

Researchers such as Burnham and Anderson (1998) argue that we should

attempt to estimate the magnitude of differences between or among ex-

perimental groups (an estimation problem) and then decide if these

differences are large enough to justify inclusion in a model (a model

selection problem). Inference would thus be based on multiple model

Ecology as a science 3



building and would use information theoretic techniques, such as

Akaike’s Information Criterion (AIC) (Burnham and Anderson 1998), as

an objective means of selecting models from which to derive estimates

and variances of parameters of interest (Box 1.2). In addition, statistical

hypothesis testing can, and should, go beyond simple tests of signifi-

cance at a predetermined P-value, especially when the probability of

rejecting the null hypothesis is high. For example, to test the null

hypothesis that annual survival rates for male and female mule deer do

not differ is to establish a “strawman” hypothesis (D. R. Anderson, per-

sonal communication; Harlow et al. 1997). Enough is known about the

demography of deer to realize that the annual survival of adult females

differs from adult males. Thus, rejecting this null hypothesis does not

advance our knowledge. In this and many other cases, it is time to ad-

vance beyond a simple rejection of the null hypothesis and to seek accu-

rate and precise estimates of parameters of interest (e.g., survival) that

will indicate what and how different the survival rates are for these age-

and-sex cohorts. Another approach is to design an experiment rather

than an observational study, and to craft more interesting hypotheses:

for example, does application of a drug against avian cholera improve

survival in snow geese? In this case, determining how different would

be important, but even a simple rejection of the null hypothesis would

be interesting and informative.

4 Integrating ecology and management

Figure 1.1 Northern goshawks are often found nesting in stands of older

trees, possibly because of the protection offered from predators or

weather. Photo by Stephen DeStefano.



These arguments against the use of statistical hypotheses are

compelling and important, but are different, in our view, from the

development of research hypotheses and the testing of these hypotheses in

an experimental framework. It is the latter that we suggest is fundamental

Ecology as a science 5

Box 1.1 Null model hypothesis testing

The testing of null hypotheses has been a major approach used by

ecologists to examine questions about natural systems (Cherry 1998;

Anderson et al. 2000). Simply stated, null hypotheses are phrased so

that the primary question of interest is that there is no difference

between two or more populations or among treatment and control

groups. The researcher then hopes to find that there is indeed a dif-

ference at some prescribed probability level – often P�0.05, some-

times P�0.1. Criticism of the null hypothesis approach has existed

in some scientific fields for a while, but is relatively new to ecology.

Recent criticism of null hypothesis testing and the reporting of

P-values in ecology has ranged from suggested overuse and abuse to

absolute frivolity and nonsensicality, and null hypotheses have been

termed strawman hypotheses (i.e., a statement that the scientist

knows from the onset is not true) by some authors. Opponents to

null hypothesis testing also complain that this approach often con-

fuses the interpretation of data, adds very little to the advancement

of knowledge, and is not even a part of the scientific method

(Cherry 1998; Johnson 1999; Anderson et al. 2000).

Alternatives to the testing of null hypotheses and the report-

ing of P-values tend to focus on the estimation of parameters of

interest and their associated measures of variability. The use of con-

fidence interval estimation or Bayesian inference have been sug-

gested as superior approaches (Cherry 1996). Possibly the most com-

pelling alternative is the use of information theoretic approaches,

which use model building and selection, coupled with intimate

knowledge of the biological system of interest, to estimate parame-

ters and their variances (Burnham and Anderson 1998). The ques-

tions then focus on the values of parameters of interest, confidence

in the estimates, and how estimates vary among the populations of

interest. Before any of these approaches are practiced, however, the

establishment of clear questions and research hypotheses, rather

than null hypotheses, is essential.
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Box 1.2 Model selection and inference

Inference from models can take many forms, some of which are

misleading. For example, collection of large amounts of data as fod-

der for multivariate models without a clear purpose can lead to

spurious results (Rexstad et al. 1988; Anderson et al. 2001). A rela-

tively new wave of model selection and inference, however, is based

on information theoretic approaches. Burnham and Anderson

(1998:1) describe this as “making valid inferences from scientific

data when a meaningful analysis depends on a model.” This ap-

proach is based on the concept that the data, no matter how large

the data set, will only support limited inference. Thus, a proper

model has: (1) the full support of the data, (2) enough parameters

to avoid bias, and (3) not too many parameters (so that precision is

not lost). The latter two criteria combine to form the “Principle of

Parsimony” (Burnham and Anderson 1992): a trade off between the

extremes of underfitting (not enough parameters) and overfitting

(too many parameters) the model, given a set of a priori alternative

models for the analysis of a given data set.

One objective method of evaluating a related set of models is

“Akaike’s Information Criterion” (AIC), based on the pioneering

work of mathematician Hirotugu Akaike (Parzen et al. 1998). A sim-

plified version of the AIC equation can be written as:

AIC � DEV � 2K,

where DEV is deviance and K is the number of parameters in the

model. As more parameters (structure) are added to the model, the

fit will improve. If model selection were based only on this crite-

rion, one would end up always selecting the model with the most

possible parameters, which usually results in overfitting, especially

with complex data sets. The second component, K, is the number of

parameters in the model and serves as a “penalty” in which the

penalty increases as the number of parameters increase. AIC thus

strikes a balance between overfitting and underfitting. Many soft-

ware packages now compute AIC. In very general terms, the model

with the lowest AIC value is the “best” model, although other ap-

proaches such as model averaging can be applied.

The development of models within this protocol depends on

the a priori knowledge of both ecologists and analysts working



to advancing our knowledge of ecological processes and our ability to

apply that knowledge to management problems.

Use of sophisticated technological (e.g., microscopes) or method-

ological (e.g., statistical) tools does not imply that hypothesis testing is

involved, if these tools are used merely to detect a pattern. Pattern

recognition (i.e., assessment of statements likely to be factual) often

involves significant technological innovation. In contrast, hypothesis

testing is a scientific activity that need not involve state-of-the-art

technology.

testing ecologic al hypotheses

Some ecologists (exemplified by Peters 1991) have suggested that ecol-

ogy makes the greatest contribution to solving management problems

by developing predictive relationships based on correlations. This view

suggests that ecologists should describe as many patterns as possible,

without seeking to determine underlying mechanisms. An even more

extreme view is described by Weiner (1995), who observed that consid-

erable ecological research is conducted with no regard to determining

patterns or testing hypotheses. In contrast to these phenomenological

viewpoints, most ecologists subscribe to a central tenet of modern

philosophy of science: determining the mechanisms underlying

observed patterns is fundamental to understanding and predicting

ecosystem response, and therefore is necessary for improving manage-

ment (e.g., Simberloff 1983; Hairston 1989; Keddy 1989; Matter and

Mannan 1989; Campbell et al. 1991; Levin 1992; Gurevitch and Collins

1994; Weiner 1995; McPherson and Weltzin 2000; McPherson 2001a;

but see also Pickett et al. 1994).

Since hypotheses are merely candidate explanations for observed

patterns, they should be tested. Experimentation (i.e., artificial application

Testing ecological hypotheses 7

together, rather than the blind use of packaged computer pro-

grams. Information theoretic approaches allow for the flexibility to

develop a related set of models, based on empirical data, and to

select among or weight those models based on objective criteria.

Parameters of interest, such as survival rates or abundance, and

their related measures of variance can be computed under a

unified framework, thereby giving the researcher confidence that

these estimates were determined in an objective manner.



of treatment conditions followed by monitoring) is an efficient and

appropriate means for testing hypotheses about ecological phenomena;

it is also often the only means for doing so (Simberloff 1983; Campbell

et al. 1991). Experimentation is necessary for disentangling important

driving variables which may be correlated strongly with other factors

under investigation (Gurevitch and Collins 1994). Identification of the

underlying mechanisms of vegetation change enables scientists to pre-

dict vegetation responses to changes in variables that may be “driving”

or directing the system, such as water, temperature, or soil nutrients.

Similarly, understanding the ultimate factors that underlie animal pop-

ulations will allow wildlife managers to focus limited resources on areas

that will likely be most useful in the recovery and management of the

population. An appropriately implemented experimental approach

yields levels of certainty that are the most useful to resource managers

(McPherson and Weltzin 2000).

In contrast to the majority of ecologists, most managers of ecosys-

tems do not understand the importance of experiments in determining

mechanisms. In the absence of experimental research, managers and

policy-makers must rely on the results of descriptive studies. Unfortu-

nately, these studies often produce conflicting interpretations of under-

lying mechanisms and are plagued by weak inference (Platt 1964): de-

scriptive studies (including “natural” experiments, sensu Diamond 1986)

are forced to infer mechanism based on pattern. They are, therefore,

poorly suited for determining the underlying mechanisms or causes of

patterns because there is no test involved (Popper 1981; Keddy 1989).

Even rigorous, long-term monitoring is incapable of revealing causes of

change in plant or animal populations because the many factors that po-

tentially contribute to shifts in species composition are confounded (e.g.,

Wondzell and Ludwig 1995).

Examples of “natural” experiments abound in the ecological liter-

ature, but results of these studies should be interpreted judiciously. For

example, researchers have routinely compared recently burned (or

grazed) areas with adjacent unburned (ungrazed) areas and concluded

that observed differences in species composition were the direct result of

the disturbance under study. Before reaching this conclusion, it is ap-

propriate to ask why one area burned while the other did not. Preburn

differences in productivity, fuel continuity, fuel moisture content, plant

phenology, topography, or edaphic factors may have caused the observed

fire pattern. Since these factors influence, and are influenced by, species

composition, they cannot be ruled out as candidate explanations for

postfire differences in species composition (Figure 1.2).

8 Integrating ecology and management



limits to the applic ation of ecology

Considerable research has investigated the structure and function of

wildland ecosystems. This research has been instrumental in determin-

ing the biogeographical, biogeochemical, environmental, and physiolog-

ical patterns that characterize these ecosystems. In addition, research has

elucidated some of the underlying mechanisms that control patterns of

species distribution and abundance. Most importantly, however, research

to date has identified many tentative explanations (i.e., hypotheses) for

observed ecological phenomena. Many of these hypotheses have not

been tested explicitly, which has limited the ability of ecology, as a disci-

pline, to foresee or help solve managerial problems (Underwood 1995).

The contribution of science to management is further constrained by

the lack of conceptual unity within ecology and the disparity in the

goals of science and management.

The unique characteristics of each ecosystem impose significant

constraints on the development of parsimonious concepts, principles,

and theories. Lack of conceptual unity is widely recognized in ecology

(Keddy 1989; Peters 1991; Pickett et al. 1994; Likens 1998) and natural

resource management (Underwood 1995; Hobbs 1998). The paucity of

unifying principles imposes an important dichotomy on science and

management: on the one hand, general concepts, which science should
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Figure 1.2 Many environmental variables, such as fuel loads, available

moisture, and plant phenology, can influence how a fire burns on the

landscape. Photo by Guy R. McPherson.



strive to attain, have little utility for site-specific management; on the

other hand, detailed understanding of a particular system, which is re-

quired for effective management, makes little contribution to ecological

theory. This disparity in goals is a significant obstacle to relevant dis-

course between science and management.

In addition, scaling issues may constrain the utility of some scien-

tific approaches (Peterson and Parker 1998). For example, it may be in-

feasible to evaluate the response to vegetation manipulation of rare or

wide-ranging species (e.g., masked bobwhite quail (Colinus virginianus

ridgwayi), grizzly bear (Ursus arctos)). In contrast, common species with

small home ranges (e.g, most small mammals) are abundant at relevant

spatial and temporal scales and are, therefore, amenable to description

and experimentation.

linking science and management

Ecologists have generally failed to conduct experiments relevant to

managers (Underwood 1995), and managerial agencies often resist criti-

cisms of performance or suggestions for improvement (Longood and

Simmel 1972; Ward and Kassebaum 1972; Underwood 1995). In addition,

management agencies often desire immediate answers to management

questions, while most ecologists recognize that long-term studies are re-

quired to address many questions. These factors have contributed to

poorly developed, and sometimes adversarial, relationships between

managers and scientists. To address this problem, scientists should be

proactive, rather than reactive, with respect to resource management

issues, and managers should be familiar with scientific principles. These

ideas are developed in further detail in Chapter 5.

Interestingly, some scientists believe that there is insufficient eco-

logical knowledge to make recommendations about the management of

natural resources, whereas others believe that ecologists are uniquely

qualified to make these recommendations. Of course, decisions about

natural resources must be made – the demands of an increasingly large

and diverse society necessitate effective management – so it seems appro-

priate to apply relevant ecological knowledge to these decisions. However,

ecologists generally have no expertise in the political, sociological, or

managerial aspects of resource management, and they are rarely affected

directly by decisions about land management. Thus, ecologists are not

necessarily accountable or responsible land stewards. Conversely, man-

agers are ultimately accountable and responsible for their actions, so

they should exploit relevant ecological information as one component of

10 Integrating ecology and management



the decision-making process. Ultimately, management decisions should

be made by managers most familiar with individual systems.

making management decisions

Management decisions must be temporally, spatially, and objective spe-

cific. Thus, management and conservation are ultimately conducted at the

local level. Specific management activities, although presumably based on

scientific knowledge, are conducted within the context of relevant social,

economic, and political issues (sensu Brown and MacLeod 1996).

Clearly stated goals and objectives will facilitate management and

allow the selection of appropriate tools to accomplish these goals and

objectives (Box 1.3). Conversely, selection of goals or objectives that are

poorly defined or quantified may actually impede management. For ex-

ample, use of the term “ecosystem health” implies that there is an optimal

state associated with an ecosystem, and that any other state is abnormal;

however, the optimal state of an ecosystem must be defined, and clearly

stated quantifiable objectives must be developed to achieve that state. Sim-

ilarly, “ecosystem integrity” (Wicklum and Davies 1995) and sustainabil-

ity (Lélé and Norgaard 1996) are not objective, quantifiable properties.
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Box 1.3 Applying the appropriate fire regime to meet

management goals

Throughout the New World, fire regimes changed dramatically

after Anglo settlement in concert with changes in ecosystem

structure and function. Many ecosystems formerly characterized by

frequent, low-intensity surface fires are now characterized by infre-

quent, high-intensity fires. Altered fire regimes have contributed

to, and have resulted from, changes in ecosystem structure; for ex-

ample, savannas typified by low-intensity surface fires have been

replaced in many areas with dense forests that burn infrequently

and at high intensities.

Many managers recognize that periodic fires played an impor-

tant role in the maintenance of ecosystem structure and function,

and that these fires probably contributed to high levels of biological

diversity. As a result, precise determination of the presettlement

fire regime has become an expensive pursuit of many managers.

This exercise often is followed by the large-scale reintroduction of
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recurrent fires into areas where they once were common, in an

attempt to restore ecosystem structure by restoring the fire regime.

Unfortunately, accurate reconstruction of events that con-

tributed to historical changes in vegetation (including interruption

of fire regimes) will not necessarily facilitate contemporary man-

agement, and rarely will engender restoration of presettlement

conditions. Pervasive and profound changes have occurred in the

biological and physical environments during the last century or

more (e.g., dominance of many sites by nonnative species, altered

levels of livestock grazing, increased atmospheric CO2 concentra-

tions). As a result, simply reintroducing periodic fires into areas in

which fires formerly occurred will not produce ecosystems that

closely resemble those found before Anglo settlement; in this case,

understanding the past will not ensure that we can predict the

future, and a detailed understanding of past conditions may

impede contemporary management by lending a false sense of

security to predictions based on retrospection. Rather, recurrent

fires in these “new” systems may enhance the spread of nonnative

species and ultimately cause native biological diversity to decline.

As with any management action, reintroduction of fire

should be considered carefully in light of clearly stated, measur-

able goals and objectives. Historic and prehistoric effects of fires

serve as poor analogs for present (and near-future) effects, and pre-

settlement fire regimes should not be used to justify contemporary

management. Rather, reintroduction of fires should be evaluated

in terms of expected benefits and costs to contemporary manage-

ment of ecosystems.

The use of terms such as “health,” “integrity,” and “sustainability” as de-

scriptors of ecosystems implies that managers or scientists can identify

the state that is optimum for the ecosystem (vs. optimum for the produc-

tion of specific resources) and that the preservation of this state is

scientifically justifiable. These terms are not supported by empirical evi-

dence or ecological theory, and should be abandoned in favor of other

more explicit descriptors (Wicklum and Davies 1995). Appropriate goals

and objectives should be identified on a site-specific basis and linked to

ecosystem structures or functions that can be defined and quantified.

Pressing needs for the production of some resources and conser-

vation of others indicate that management decisions cannot be post-

poned until complete scientific information is available on an issue. In



addition, management goals often change over time. These two consid-

erations dictate the thoughtful implementation of management actions

that do not constrain future management approaches and that are tar-

geted at sustaining or increasing biodiversity (e.g., Burton et al. 1992). For

example, widespread purposeful introduction of nonnative species illus-

trates a case of near-sighted management focused on the short-term

solution of an acute problem, but which reduces future management op-

tions by potentially decreasing biodiversity and altering ecosystem struc-

ture and function (Abbott and McPherson 1999). Such narrowly focused

management efforts are analogous to drilling a hole in the skull of a

patient to relieve a severe headache (Figure 1.3).

Like all sciences, ecology is characterized by periodic dramatic

changes in concepts. Progressive managers will want to be apprised of

these paradigm shifts. For example, the Clementsian model of vegetation

dynamics (Clements 1916; Dyksterhuis 1949) still serves as the basis for

the classification and management of most public lands, despite the fact

that the more appropriate state-and-transition model (Westoby et al. 1989)

was adopted by ecologists over a decade ago. The delay in adopting the

state-and-transition model by land managers probably stems, at least in
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Figure 1.3 Purple loosestrife is a nonnative perennial plant that was

introduced into North America in the early 1800s. By the 1930s, it was

well established in wetlands and along drainage ditches in the east.

Control of this and other exotic species requires consideration of the

impact of potential control agents, as well as the nonnative species itself.

Photo by Stephen DeStefano.



part, from the absence of an analytical technique to quantify state condi-

tions and transition probabilities ( Joyce 1992). The state-and-transition

model is described in Chapter 4.

pursuing relevant ecologic al knowledge

Although descriptive studies are necessary and important for describing

ecosystem structure and identifying hypotheses, reliance on this re-

search approach severely constrains the ability of ecology to solve mana-

gerial problems. In addition, the poor predictive power of ecology (Peters

1991) indicates that our knowledge of ecosystem function is severely lim-

ited (Stanley 1995). An inability to understand ecosystem function and

unjustified reliance on descriptive research are among the most impor-

tant obstacles that prevent ecology from making significant progress

toward solving environmental problems and from being a predictive sci-

ence. Many ecologists (e.g., Hairston 1989; Keddy 1989; Gurevitch and

Collins 1994; McPherson and Weltzin 2000) have concluded that field-

based manipulative experiments represent a logical approach for future

research.

Ecologists can make the greatest contribution to management and

conservation by addressing questions that are relevant to resource man-

agement and by focusing their research activities at the appropriate tem-

poral and spatial scales (Allen et al. 1984). We suggest that these scales

are temporally intermediate (i.e., years to decades) and spatially local

(e.g., square kilometers), depending on the questions posed and the

species of concern. Of course, contemporary ecological research should

be conducted within the context of the longer temporal scales and

greater spatial scales at which policy decisions are made. For example,

experimental research on climate–vegetation interactions should be

conducted within individual ecosystems for periods of a few years, but

the research should be couched within patterns and processes observed

at regional to global spatial scales and decadal to centennial temporal

scales. In other words, the context for ecological experiments should be

provided by a variety of sources, including observations, management

issues (McPherson and Weltzin 2000), long-term databases (Likens 1989;

Risser 1991), cross-system comparisons (Cole et al. 1991), and large-scale

manipulations (Likens 1985; Carpenter et al. 1995; Carpenter 1996)

(Figure 1.4).

Results of most ecological studies are likely to be highly site specific

(Keddy 1989; Tilman 1990) and it is infeasible to conduct experiments in

each type of soil and vegetation or for an animal species in every portion
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of its geographical range (Hunter 1989). Therefore, experiments should

be designed to have maximum possible generality to other systems

(Keddy 1989). For example, the pattern under investigation should be

widespread (e.g., shifts in physiognomy), selected species should be

“representative” of other species (of similar life form), the factors ma-

nipulated in experiments should have broad generality (biomass), exper-

iments should be arranged along naturally occurring gradients (soil

moisture, elevation), and experiments should be conducted at spatial

(community) and temporal (annual or decadal) scales appropriate to the

management of communities.

Ecological experiments need not be conducted at small spatial

scales. For example, ecosystem-level experiments (i.e., relatively large-scale

manipulation of ecosystems) represent an important, often-overlooked
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Figure 1.4 Documenting the potential change in geographical

distribution of sugar maples and other trees due to global warming

requires ecologists to think at large spatial and temporal scales. Photo by

Stephen DeStefano.



technique that can be used to increase predictive power and credibility

in ecology. Ecosystem-level experiments may be used to bridge gaps be-

tween small-scale experiments and uncontrolled observations, includ-

ing “natural” experiments. However, they are difficult to implement and

interpret (Carpenter et al. 1995; Lawton 1995): they require knowledge of

species’ natural histories, natural disturbances, and considerable fore-

sight and planning. Fortunately, ecology has generated considerable in-

formation about the natural history of dominant species and natural

disturbances in many ecosystems. Similarly, foresight and planning

should not be limiting factors in scientific research. Time and money

will continue to be in short supply, but this situation will grow more se-

rious if ecology does not establish itself as a source of reliable knowledge

about environmental management (Peters 1991; Underwood 1995).

In addition to posing questions that are relevant to resource man-

agement and that investigate mechanisms, scientists should be concerned

with the development of research questions that are tractable. Asking

why certain species are present at a particular place and time forces the

investigator to rely on correlation. In contrast, asking why species are not

present (e.g., in locations that appear suitable) forces the investigator to

search for constraints, and therefore mechanisms (e.g., DeStefano and

McCloskey 1997). Although Harper (1977, 1982) presented a compelling

case for tractable, mechanistic research focused on applied ecological

issues two decades ago, the underwhelming response by ecologists indi-

cates that his message bears repeating.

summary

Management decisions must be temporally, spatially, and objective spe-

cific, so that management and conservation are ultimately conducted at

the local level. Appropriate management can be prescribed only after

goals and objectives are clearly defined. After goals and objectives are

identified, ecological principles can be used as a foundation for the pro-

gressive, effective management of natural resources. Managers of natu-

ral resources must be able to distinguish candidate explanations from

tested hypotheses, and therefore distinguish between conjecture and re-

liable knowledge. Ecologists can contribute to management efforts by

addressing tractable questions that are relevant to resource manage-

ment, and by focusing their research activities at appropriate temporal

and spatial scales. The following chapters illustrate that the science of

ecology can be linked with the management of natural resources in ways

that are conducive to the improvement of both endeavors.
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2

Interactions

Understanding interactions is fundamental to predicting the distribu-

tion and abundance of organisms at spatial and temporal scales appro-

priate to management. Therefore, this chapter focuses on interactions

that are particularly relevant to the management of plant and animal

populations. Any or all interactions may assume considerable impor-

tance in structuring ecosystems. In general, however, few factors exert

primary control over community structure at a specific place and time.

Identifying which factor (or factors) primarily affects community struc-

ture, particularly in a site- and time-specific manner, is therefore a nec-

essary first step for effective management.

Abiotic factors, such as soil type, hydrology, or weather, assume

increasing importance as spatial scales increase beyond the local level

and as temporal scales exceed decadal time frames (Prentice 1986;

Archer 1993, 1995a). Some abiotic constraints can be overcome with

appropriate management, and these are described in the following chap-

ter. This chapter will focus on the methods used to study biotic interac-

tions (i.e., among organisms), discuss the interactions that frequently

underlie community structure, and describe techniques that may be

used to alter the outcome of interactions (Figure 2.1).

cl assifying interactions

Many introductory ecology texts use a conceptually simple strategy to

classify interactions (Table 2.1). Five interactions are commonly recog-

nized: competition (mutually detrimental), amensalism (detrimental to

one participant, no effect on the other), commensalism (beneficial to

one participant, no effect on the other), mutualism or symbiosis (mutu-

ally beneficial), and contramensalism (detrimental to one participant,

beneficial to the other). Predation, parasitism, and herbivory represent



examples of contramensalism (Arthur and Mitchell 1989), and allelopathy

is viewed as an extreme form of amensalism.

In practice, many studies are one sided (strongly asymmetrical,

sensu Weiner 1990): they are designed to assess the impact of only one

participant (usually the dominant organism on a site). Thus, the research-

based knowledge about interactions often does not parallel the terminol-

ogy used to describe interactions. For example, much research ostensibly

focused on competition involves the manipulation of one participant; as

a result, many authors improperly use the term “competition” to de-

scribe the detrimental impact of one participant on another (Keddy

1989). “Interference” is a preferred term for describing these interactions

unless mutually detrimental effects are demonstrated (Harper 1977). Simi-

larly, “facilitation” is preferred over “mutualism” or “symbiosis” if only
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Figure 2.1 Interactions among plants and wildlife are as varied as

biodiversity itself. Plants, vertebrate animals, and invertebrate animals

interact to cause patterns of distribution and abundance, and therefore

influence the structure of ecosystems. Photo by Stephen DeStefano.

Table 2.1 ��� system for classifying interactions

� 0 �

� mutualism commensalism contramensalism

0 commensalism no interaction amensalism

� contramensalism amensalism competition



one participant in the interaction is studied. In practice, it may be

impossible to identify every interacting participant: interactions occur

that cannot be detected or even surmised. Thus, the use of terms such as

competition, amensalism, commensalism, mutualism, and contramen-

salism should be restricted to cases in which the roles of all the partici-

pants in the interaction have been documented. In other cases, more

general terms are preferred.

Assumptions have also been made about trophic-level interactions

in a community. For example, competition is assumed to operate within

trophic levels (e.g., among insectivorous birds, seed-eating rodents, or

mammalian carnivores), while predation is assumed to operate prima-

rily between trophic levels (e.g., carnivores preying on herbivores, herbi-

vores preying on plants). However, some species may act as both com-

petitor and predator with other species within a trophic level (Stapp

1997). This phenomenon, known as interguild predation (Polis and

McCormick 1986), has been studied in invertebrates but may also be im-

portant among vertebrates (Cortwright 1988; Polis et al. 1989; Gustafson

1993; Lindström et al. 1995; Olson et al. 1995; Stapp 1997).

The use of a simple matrix is a useful starting point for a discussion

of interactions. However, it must be recognized that reality is more com-

plex than this simple conceptual model. For example, it may not be pos-

sible to distinguish realistically amensalism from strongly asymmetric

competition. In addition, the participants in an interaction may change

roles over time, so that the interaction changes from one category to an-

other. For example, bur-sage (Ambrosia deltoidea) initially acts as a “nurse

plant” for several species in the Sonoran Desert (McAuliffe 1988). How-

ever, this initially commensalistic interaction may become competitive

and eventually amensalistic as the plants established in the shade of bur-

sage grow through the canopy of the nurse plant and eventually overtop

it. Thus, the relationship between individual plants changes over time

(Figure 2.2). Similarly, research with short-lived plants indicates that the

symmetry of interactions at the level of populations may change in 20–40

generations (Aarssen and Turkington 1985; Aarssen 1989, 1992; Turking-

ton and Jolliffe 1996). These examples illustrate that the category as-

signed to an interaction should be viewed in its appropriate context: un-

derstanding the nature of the interaction is more important than

properly classifying the interaction (Bronstein 1994).

In addition to being overly simplistic, the matrix approach to the

study of interactions may be misleading. For example, herbivory (�, �)

may or may not be detrimental to one participant, even at the level of

the individual plant: the response of a plant to herbivory is strongly
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dependent on plant size and phenology (e.g., Briske and Richards 1995;

Evans and Seastedt 1995). In fact, herbivory apparently increases the re-

productive output of some plants, which presumably is beneficial to the

grazed plant (Whitham et al. 1991). Thus, herbivory may be classified as

“contramensalism” for some species or individuals, and as “commensal-

ism” or “mutualism” for others. To address this point, we have assumed

that herbivory is beneficial for herbivores, which is not necessarily accu-

rate (e.g., in the case of poisonous plants).

The outcome of a specific interaction, within an evolutionary con-

text, provides additional justification for avoiding the matrix approach

to classify interactions. Herbivory from native herbivores is rarely suffi-

cient to cause the extinction of herbs (likewise, predation rarely drives

prey to extinction). Thus, from an evolutionary standpoint, herbs are
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Figure 2.2 Certain species of cactus, such as saquaros, germinate and grow

primarily in the protective shadows of other plants, such as bur-sage and

palo verde, before they eventually overtop their nurse plants. Photo by

Stephen DeStefano.



still successful (i.e., they are still present), and the interaction can hardly

be classified as “detrimental” to herbs. A notable exception involves

species that lack a shared evolutionary history; nonnative herbivores or

predators, for example, may cause extinction of herbs or prey, respec-

tively, because the organism being eaten evolved in isolation from the or-

ganism that is eating it (Box 2.1).
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Box 2.1 Free-ranging domestic cats

Domestic cats (Felis catus) are effective, efficient, and tireless

hunters. Whether they are truly feral (i.e., a domestic animal sur-

viving on its own) or a pet that the owner lets loose, free-ranging

cats kill large numbers of songbirds, small mammals, and lizards.

Free-ranging domestic cats have been implicated in local extinc-

tions of some populations of songbirds and small mammals

(Crooks and Soulé 1999), and they compete with native predators

and may reduce their numbers (see Coleman and Temple 1993 for

review). Unlike natural predators, whose numbers, reproductive

output, and survival depend on adequate populations of prey, num-

bers of domestic cats are kept artificially high by supplemental

feeding. Estimates of cat density range as high as 40–44 cats/km2

(Coleman and Temple 1993). Domestic cats will also continue to

capture prey even while being fed by their owners (Adamec 1976).

Despite these concerns, many cat owners continue to insist that

their pets be allowed to roam free. Many of these people are also

nature lovers and are concerned with wildlife populations, but the

attitude that their cat would not kill small animals allows this con-

tradictory behavior to exist.

In a recent study in Florida, Castillo (2001) examined what

some called “managed” colonies of stray and feral cats. Cats in

these colonies are kept fed by people, with the idea being that a

well-fed cat will not hunt and kill wildlife. Proponents of cat

colonies also believe that cats are territorial, and that their territo-

rial behavior will prevent more cats from joining the colony, and

that cat colonies will decline in size over time. Castillo’s findings

were just the opposite: well-fed cats continued to kill wildlife,

and aggressive interactions among cats were few and did not

limit the size of the colony. Further, cat feeders attracted other

animals, such as skunks, raccoons, and stray dogs, and cat colonies



studying interactions

The ecological literature is replete with studies of interactions – even

full-time researchers cannot keep up with the explosively expanding lit-

erature. Published papers must be evaluated quickly with respect to their

potential relevance and utility. This section classifies various studies into

one of four categories – descriptive studies, comparative studies, models,

and experiments – and summarizes several detailed comparisons of these

approaches (Diamond 1986; Keddy 1989; McPherson and Weltzin 2000).

Descriptive studies

Descriptive research was the traditional approach until the early 1960s,

when Connell (1961) and Paine (1963) published seminal experimental

papers. Descriptive studies remain widely used, at least partly because

of historical precedence: “generations of plant ecologists have been oc-

cupied with tallying the contents of quadrats in the summer, and then

trying to draw inferences about these observations in the winter”

(Keddy 1989:83).

An impressive number of statistical techniques has been developed

just for investigating patterns in data sets derived from field descriptions.

The biggest problem with the descriptive approach is that a mechanism

(i.e., an interaction) must be invoked to explain a pattern, but that several

different processes may produce the same pattern. Consider the following

simple example, using association analysis (Keddy 1989:83–85). Data are

collected from sample units (usually quadrats) and the association

between any pair of species is calculated using the chi-square test. The null

hypothesis is that the species are independently distributed; the alterna-

tive hypothesis is that the two species are either positively or negatively as-

sociated. Negative associations are often interpreted as providing evidence

of competition, when actually at least four interpretations are possible:

1. Species are restricted to different microhabitats, and so do
not interact. For example, the species may possess different
physiologies, either as adults or, less conspicuously, as juve-
niles or seeds.
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only served to encourage cat abandonment. Some conservation

groups, such as the American Bird Conservancy (www.abcbirds.org)

have launched campaigns to encourage cat owners to keep their

cats indoors.



2. Agents such as predators independently control each species
and restrict each to a different set of conditions.

3. Species are positively associated but the sample unit (e.g.,
quadrat) is so small that only a few individuals fit within it.
Thus, the pattern observed at the local scale obscures the
pattern at the more relevant larger scale.

4. The species compete, and competition leads to habitat seg-
regation.

In this example, it is not possible to distinguish between these four in-

terpretations with descriptive data alone. In fact, the first two hypothe-

ses cannot be falsified; the inability to find differences between species

indicates either that the researcher has not investigated in sufficient

depth or that the two taxa are not different species.

A variation of association analysis is to choose natural environ-

mental gradients (e.g., lakeshores, mountains) and then to examine the

distributional limits of species along these gradients. Three alternatives

are widely recognized (Keddy 1989): (1) species distributional limits are

regularly spaced; (2) species distributional limits are randomly arranged;

and (3) species distributional limits are clustered along the gradient.

Statistical tests have been developed which describe distributions (Pielou

1977; Underwood 1978; Pielou 1979; Shipley and Keddy 1987).

As with association analysis, process is inferred from pattern: sys-

tems structured by interactions are assumed to have different kinds of

patterns than those not structured by interactions. However, as with as-

sociation analysis, the relationship between interactions and resulting

patterns is not clear. In particular, departures from random patterns do

not reveal the presence of an interaction. For example, it has been widely

proposed that clumped or regular patterns result from competitive in-

teractions. In fact, at least four interpretations can account for clumped

distributional limits (Keddy 1989:86–7):

1. Species have similar distributional limits because of similar
physiological tolerance limits. For example, all species possess
a similar mechanism to tolerate flooding, so they occupy sim-
ilar positions along gradients of soil moisture or drainage.

2. Clusters of distributional limits may be attributed to the
manner in which the observer divided the gradient.

3. Herbivores may stop at a certain point along a gradient,
thereby creating discontinuities in plant distribution.

4. One or more competitive dominants may control the distrib-
utional limits of an entire group of species (sensu Keddy 1990).
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Only the last two hypotheses are consistent with the existence of interac-

tions, and they suggest two different interactions (herbivory, interference).

These hypotheses are very difficult to falsify with descriptive data because

the existence of new, unexplored environmental gradients or factors can

always be postulated.

An equally meaningless set of interpretations could be developed

for regular or random patterns, much like the set associated with clumped

patterns, with relatively little effort. Despite the inability to distinguish

between hypotheses with descriptive data, these data continue to serve as

a source of entertainment for ecologists. Two case studies illustrate the

application of the descriptive approach to the study of interactions.

Case study: distribution patterns of desert plants

Yeaton et al. (1977) used nearest-neighbor analysis to describe patterns of

plant distribution in southern Arizona. They correlated the distance

between two plants with the sum of the sizes of the plants, and found that:

(1) all intraspecific comparisons were significantly correlated; (2) creosote-

bush (Larrea tridentata) was negatively correlated with all other species ex-

cept saguaro (Carnegia gigantea); and (3) bur-sage (A. deltoidea) was negatively

correlated only with bur-sage and creosotebush, and was positively corre-

lated with saguaro. The latter finding is consistent with bur-sage as a nurse

plant for many succulent species in the Sonoran desert (McAuliffe 1988).

Yeaton et al. subsequently attempted to correlate patterns of

above- and below-ground morphology with the seasonal growth pat-

terns of plants. This aspect of the paper was characterized by strongly

stated conclusions based on little evidence.

Case study: spacing of acorn woodpeckers

Campbell (1995) reanalyzed the data of Burgess et al. (1982) on the spac-

ing patterns of acorn woodpeckers (Melanerpes formicivorus). Based on

graphical analysis, Campbell determined that acorn woodpeckers

exhibited regular spacing. According to Campbell (1995:136), this spatial

pattern “provides good evidence of competition.”

The study by Burgess et al. (1982) provoked controversy in the eco-

logical literature (Burgess 1983; Mumme et al. 1983; Brewer and McCann

1985; Krebs 1989:167–8). Unfortunately, Campbell’s reanalysis of these

data is unlikely to resolve the controversy: invoking the process of com-

petition from an observed pattern is unlikely to produce a consensus.
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Comparative studies

Comparative studies follow directly from descriptive studies, in that

observational data are used to describe patterns and the resulting pat-

terns are compared in order to infer differences in process. As with de-

scriptive studies, caution is warranted; in the absence of an experi-

ment, the researcher is forced to compare patterns and then invoke

mechanisms. When many hypotheses make similar predictions about

pattern, this process simply does not work. Given the complexity of

nature, many alternative hypotheses typically can be generated

(Keddy 1989).

The primary value in comparative studies lies in the spatial and

temporal scales that can be considered. Thus, comparative studies are

commonly used to infer the presence of interactions when experimental

studies are difficult to conduct (Keddy 1989). The following case studies

employed comparative studies because experiments are difficult to con-

duct with large, mobile animals (birds on islands) and with slow-growing

species (lichens).

Case study: birds on islands

Diamond (1975) described the distributions of birds on New Guinea and

nearby islands, and used islands as the sample units. Diamond used the

groups of species on each island to infer factors that may explain the

different assemblages (e.g., dispersal abilities, competition). These obser-

vations were augmented by descriptions of habitat and the food require-

ments of many species.

Diamond’s assumption of competition as an important factor

structuring bird assemblages was critically challenged by Connor and

Simberloff (1979). The ensuing debate, which focused partially on the

identification of structures against which to compare observed species

distributions (null models), has been heated and divisive (e.g., Grant and

Abbott 1980; Diamond and Gilpin 1982; Gilpin and Diamond 1982;

Wright and Biehl 1982; Simberloff 1983, 1984). The participants in the

debate have ignored the extensive literature on pattern analysis in plant

communities, including the construction of null models (e.g., Pielou

1977; Underwood 1978; Pielou 1979; Dale 1984). More importantly, they

have not focused attention on the critical issue: the cause(s) of patterns

cannot be determined from further studies of pattern, regardless of ana-

lytical sophistication (Keddy 1989).
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Case study: lichens

Pentecost (1980) compared lichen communities at two sites in the British

Isles. Both sites were characterized by two dominant species of crustose

lichens. Pentecost determined which (if any) species grew over the other

at each point of contact. At the site dominated by closely related species

(Caloplaca heppiana and C. aurantia), individuals typically did not over-

grow each other – rather, growth of both individuals usually ceased at

the point of contact. Pentecost concluded “that the competitors are well

matched at this site” (1980:136). At the second site, Aspicilia calcarea usu-

ally grew over C. heppiana at points of marginal contact, but C. heppiana

established in windows within A. calcarea. Pentecost concluded that com-

petitive interactions between these and other lichen species contribute

to patterns of succession.

Models

The use of ecological models requires clear statements of assumptions

and rigorous application of methods, such as goodness-of-fit testing, to

test the validity of those assumptions, given a set of data. Models can

then contribute mathematical rigor and insight to ecological concepts.

Models may also influence both the kinds of questions that are asked

and the manner in which they are addressed, with consequent impacts

on the types of studies that are conducted.

However, some models make little contribution to the development

of ecological theory, and even less contribution to the application of the-

ory to the solution of relevant environmental problems. Simberloff

(1983:630) noted “. . . that ecological modeling for its own sake is now a rec-

ognized discipline is witnessed by the emergence of journals . . . devoted

primarily or solely to modeling and scarcely at all to whether the models

correspond to nature.” Consider, for example, the most commonly studied

models of interactions between species: the Lotka – Volterra models. As

discussed by Keddy (1989), these models have virtually no resemblance to

reality and they are essentially impossible to use in real ecosystems; in

addition, the models are not mechanistic. The Lotka–Volterra equations

continue to be studied, but they are no longer used to understand real

ecosystems (Keddy 1989). In sharp contrast to simple, nonmechanistic

Lotka–Volterra models, two complex, mechanistic models of interactions

have been developed by Tilman (1982, 1988). These models were designed

to explore questions of coexistence in plant communities. Unfortunately,

an overwhelming amount of information is needed to construct and
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parameterize the models. Tilman (1982) has described the requirements

for the simpler of the two models: “it will be necessary to know the re-

source requirements and competitive interactions of the dominant

species under controlled conditions, the correlations between the distri-

butions of the species in the field and the distributions of limiting re-

sources, and the effects of various enrichments (of resources, e.g., via

fertilization) on the species composition of natural communities.”

Modeling in ecology has, however, entered a new phase. Many re-

searchers are recognizing that mathematical models must be based in

reality, have a foundation anchored in biology, and be the product of

modelers and biologists working closely together (DeStefano et al. 1995).

Understanding the dynamics of populations and related ecological and

evolutionary issues frequently depends on a direct analysis of life history

parameters, such as survival (Lebreton et al. 1992). These complicated life-

history processes are often best examined through a process of modeling

that incorporates the construction of multiple models based on real data

sets, goodness-of-fit testing to evaluate the appropriateness of the models to

a specific set of data, and model selection that incorporates objective crite-

ria or model averaging (Anderson and Burnham 1992; Burnham and

Anderson 1998). The strength of these models lies in their ability to provide

a unified approach to the estimation of population parameters and their

associated measures of variability. Examples include the estimation of den-

sity and abundance (Buckland et al. 1993) and survival rates (Lebreton et al.

1992). Accurate estimates of these types of important population character-

istics are critical to furthering our understanding of life history processes,

ecology, and conservation and management. Biologists are also recogniz-

ing the limitations of models and are becoming increasingly realistic in

their use of models to address management problems (e.g., Beissinger and

Westphal 1998). Ecological models need not always rely on the language of

mathematics, and ecologists should embrace the inherent complexity of

ecology, not gloss over it with simplistic mathematical constructs. Thus, we

join a growing number of ecologists who discourage the pursuit of mathe-

matical models that do not have a biological basis (e.g., Pielou 1981;

Simberloff 1983; Hall 1988, 1991; Grimm 1994), and we encourage the de-

velopment and use of conceptual and mathematical models which provide

a framework for studying actual populations and ecosystems.

Case study: competitive hierarchy model

The competitive hierarchy model (Keddy 1990) is a conceptual model

that attempts to explain how species partition resources. It includes
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three primary assumptions (Keddy 1989): (1) species in the community

have inclusive niches (i.e., all species achieve the greatest abundance or

growth rate at the same end of the gradient); (2) species vary in competi-

tive ability in a predictable manner, and competitive ability is an inher-

ent trait of a species (this is equivalent to assuming that environment

exerts no influence over competitive ability); and (3) competitive abilities

are negatively correlated with fundamental niche width (perhaps due to

an inherent trade off between ability to interfere with neighbors and

ability to tolerate low resource levels).

Relaxing the assumptions of the competitive hierarchy model

greatly increases its application and utility. Specifically, consider the as-

sumption that the dominant species occupies the “preferred” end of a

resource gradient, and subordinates are displaced down the gradient a

distance directly related to their position in the competitive hierarchy

(i.e., the realized niche is equivalent to the fundamental niche for the

dominant species in any interaction: interference is strictly asymmetric).

Relaxing this assumption indicates that there is some point at which the

dominant is so weakened by environmental effects that it can be ex-

cluded by the subordinate. Depending on how far this assumption is re-

laxed, a series of cases can be produced that are intermediate between

strict resource partitioning and competitive hierarchies (Keddy 1989). In

other words, interference affects both ends of a species’ distribution

(major role at one end, minor role at the other), and environmental in-

fluences on competitive interactions are acknowledged.

The competitive hierarchy model has been extended to larger lev-

els of organization by proposing the centrifugal organization model of

community structure (Keddy 1990; Keddy and MacLellan 1990; Wisheu

and Keddy 1992). This model is discussed in the following chapter.

Case study: resource partitioning among African ungulates

There are more than 15 sympatric ungulate species in African savannas.

Although there is evidence that these populations are food limited

(Sinclair 1975, 1977), experimental confirmation of competition is lacking

(Owen-Smith 1989). Owen-Smith and Novellie (1982) developed an opti-

mal foraging model for large herbivores, and Owen-Smith (1989) used

this model to examine the mechanisms that may lead to resource parti-

tioning among ungulates and to investigate the circumstances in which

competition is most likely to occur.

The model incorporated an array of potential food types, defined

by their nutrient concentrations and abundances, and morphological
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differences among ungulates, such as digestive anatomy, body mass, and

relative mouth dimensions. Mouth dimensions influence bite size, as

well as other morphological, physiological, and behavioral components.

Food types and morphological variables were used in the model to simu-

late how food resources may be used among different ungulate species.

The primary findings of this study were: (1) larger ungulates were

dependent on lower quality but more abundant food types not eaten by

smaller ungulates; (2) nonruminants ate a wider range of food types in

terms of quality than did ruminants (the former had a lower digestive ef-

ficiency but could exploit a wider range of vegetation types); and (3) dif-

ferences in mouth size (and thus body size) led to differences in plant

species preferences, such as leaf size or height above ground of grasses.

Owen-Smith concluded that differences in morphology and physi-

ology among sympatric ungulate species lead them to favor different

vegetation types for foraging, so that resource partitioning may play a

larger role in shaping the savanna ungulate community than inter-

specific competition. He noted that competition may be most likely to

occur over uncommon plants that are of exceptionally high nutritional

value, and/or during the dry season when forage availability is more

restricted – although differences in habitat or dietary choices among un-

gulates seemed to be more apparent during this time of year. When dis-

cussing the potential for competition in this community of herbivores,

Owen-Smith (1989:161) stated:

Mere overlap in resource use cannot be equated with competition. For a

competitive relation to exist, the effects of feeding by one species must be

such as to reduce the foraging efficiency of another to the detriment of the

population density or recruitment of the latter (MacNally 1983).

Experiments

The use of experiments to study interactions was proposed by a promi-

nent ecologist over 80 years ago (Tansley 1914): “in order to determine the

powers of the different species, we must resort to experiment.” Frederic

Clements implemented a classic series of removal experiments shortly

thereafter (Clements et al. 1929). Considering the influence of Tansley

and Clements on the early development of ecology, it is surprising that an

experimental approach to the study of interactions was largely ignored

until the 1960s (Keddy 1989; Aarssen and Epp 1990).

An experiment requires the researcher to specify a question and a

means of answering the question in advance. As a result, experimental

studies tend to be better designed than descriptive or comparative studies.
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In fact, Keddy (1989) warns against the temptation to collect descriptive or

comparative data without first specifying a question: “Because ecologists

usually love working with real ecosystems, it is always tempting to pick up

quadrats, binoculars, sample bottles or nets and head to field without any

questions at all.” It is perfectly appropriate to “head to the field without

any questions at all,” and many ecologists would benefit from spending

more time in the field; however, astute ecologists will leave the data forms

at home until appropriate questions have been developed.

Descriptive studies and comparative studies do not test for interac-

tions. Rather, they search for a pattern and infer a mechanism. Experi-

ments do not necessarily overcome this problem; they usually eliminate

the largest number of alternative hypotheses, but experimental manip-

ulations ultimately test for density dependence. For example, reduction

in the abundance of one species (via manipulation) may lead to an in-

crease in abundance of another species, but this relationship does not

conclusively demonstrate the existence of a negative interaction be-

tween the two species. “Apparent” competition (Connell 1990), resulting

from indirect effects, has been proposed as an alternative mechanism for

density dependence.

“Apparent” competition necessarily involves complex interactions,

but identification of the interaction is not straightforward. For example,

a species that is reduced in abundance may have been a host for a

pathogen which also damaged the remaining species. In this case, re-

moval of one species appears to release the other species from interfer-

ence, but instead actually releases it from the effects of the pathogen.

Alternatively, the “removed” species may have attracted a herbivore

which also fed on the remaining species; thus, removal of the former

species releases the latter from herbivory. Parker and Root (1981) demon-

strated that a herbaceous plant species was excluded from some habitats

by a grasshopper. The grasshopper was typically associated with a com-

mon shrub, and removal of the shrub contributed to increased abun-

dance of the herb without any evidence of interaction between the shrub

and the herb. These examples indicate that the mechanisms of interac-

tion between species may be very complex, making it difficult to sepa-

rate direct from indirect effects. They further illustrate that experiments

cannot be divorced from natural history (Keddy 1989).

A common conjecture underlying experimental studies is that in-

teractions are structuring a community in a certain manner. A manipu-

lation is then conducted to evaluate the presence and strength of the

presumed interaction. Variables are specified in advance, and include

abundance of neighbors (independent variables) and some metric(s) of
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the performance of individuals or populations (dependent variables –

e.g., size, change in size, distribution along a gradient). An inverse rela-

tionship between independent and dependent variables indicates the

occurrence of a detrimental effect of one individual or population on

the other (i.e., interference), whereas a direct relationship indicates the

occurrence of a beneficial effect (i.e., facilitation). The strength of the re-

lationship indicates the magnitude of the effect. Reciprocal relation-

ships are rarely studied; scientists tend to evaluate the effects of species

that appear to be dominant, thereby ignoring potentially important

“subordinate” species.

Experimental manipulations may involve the removal or addition

of individuals, and they may be conducted in the laboratory or in the

field. The relative merits of various experimental designs have been ex-

tensively reviewed (Bender et al. 1984; Keddy 1989; Campbell et al. 1991;

Snaydon 1991; Sackville Hamilton 1994; Snaydon 1994). The following

sections describe and compare different types of experiments, and pro-

vide an example of each.

Removal experiments

Removal experiments are used to determine whether reductions in

one species will cause changes in the distribution or abundance of

other species. Thus, they may provide evidence that interactions are

currently structuring the community. If reduction or removal of a

species produces increases in another species, the former species was

presumably interfering with the latter. Conversely, if reduction or re-

moval of a species causes another species to decrease in distribution or

abundance, the former species was apparently facilitating the latter.

Removal experiments are relatively common in the wildlife and

animal ecology literature. Many of these studies involve the reduction of

predator populations to benefit prey or game populations, such as un-

gulates (Boertje et al. 1996) or livestock (Conner et al. 1998), or to improve

survival and reproductive output and thus assist in the recovery of rare

or endangered species. Removal experiments in some systems have

shown that common predators with generalist diets have reduced

species richness or have caused the local extinction of rare species.

Examples include avian predators and grasshopper prey (Joern 1986),

rodent predators and beetle prey (Parmenter and MacMahon 1988), and

lizard predators and spider prey (Spiller and Schoener 1998). These stud-

ies have important implications for the management and recovery of

threatened or endangered species.
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C ASE STUDY: REMOVAL EXPERIMENT – COMPETITION

Petren and Case (1996) studied competition between two species of

geckos in urban and suburban environments in the Pacific basin. The

native species, Lepidodactylus lugubris, declines numerically when a non-

native species, Hemidactylus frenatus, invades its habitat. Replacement of

Lepidodactylus by Hemidactylus occurs rapidly and is facilitated by

clumped insect resources, suggesting that the mechanism of displace-

ment is due to the ability of each species to exploit food resources. The

fact that these two species show nearly complete diet overlap, that there

is no evidence of direct antagonistic behavior between the species, that

demographic studies have shown insects to be a limiting resource, and

that reduced food resources negatively affect body condition, fecundity,

and survival of Lepidodactylus supports this hypothesis.

Petren and Case constructed enclosures and developed four

replicates of four treatments: Lepidodactylus at low density without

Hemidactylus; Lepidodactylus at low density with Hemidactylus; Lepidodactylus

at high density without Hemidactylus; and Lepidodactylus at high den-

sity with Hemidactylus. Thus, in effect, the invader Hemidactylus was

“removed” and no longer coexisted with the native Lepidodactylus in two

of the four types of enclosures. From their observations of foraging by

the captive geckos and its impact on insect abundance within the enclo-

sures as well as body condition, relative foraging ability, and demo-

graphic performance of the geckos, the authors concluded that clumped

resources increased interspecific competition between Lepidodactylus and

Hemidactylus and that this competition contributed to a change in the

gecko species composition, favoring Hemidactylus. They attributed the

advantage of Hemidactylus to its larger body size, faster running speed,

and reduced intraspecific interference while foraging. Human alteration

of the environment – in this case, the prevalence of lights in urban and

suburban environments which increased the clumped distribution of

insects – facilitated the competitive advantage of Hemidactylus over

Lepidodactylus.

Petren and Case point out that experiments that measure compe-

tition between long coexisting species may underestimate the role of

competition in structuring communities. By studying the impact of

nonnative species on native competitors, however, we may be able to un-

derstand better the role that competition could play in altering commu-

nity composition.

C ASE STUDY: REMOVAL EXPERIMENT – PREDATION

In many cases, removal of predators is an effective device for increasing

the density or reproduction of prey populations. A study conducted in
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Australia has demonstrated the dramatic increase in a population of

prey that may follow predator removal. In this case, however, the im-

plications for the conservation of native fauna and flora were not

straightforward.

Australian natural resource managers are interested in killing

nonnative foxes (Vulpes vulpes) because the foxes are major predators of

native wildlife and domestic lambs. They are also important predators of

nonnative wildlife, especially rabbits (Oryctolagus cuniculus). Banks et al.

(1998) used poison on two treatment plots over an 18-month period to

eradicate nonnative red foxes. On two control plots, foxes were present

but were not poisoned. Rabbit populations on the two treated plots grew

to 6–12 times their initial density within the 18 months, while numbers

on the two untreated plots showed very small increases over the same pe-

riod. Because this was a controlled experiment, the researchers correctly

concluded that predation affected the rabbit population: experimental

removal of foxes led to an impressive increase in the rabbit population.

The conservation conundrum, of course, was in the implications of al-

tering the contramensalistic relationship of rabbit and fox: “[A]s fox re-

moval was initially planned to protect native fauna threatened by fox

predation, the response of the rabbits represents a serious ecological

cost of fox control” (Banks et al. 1998:766). Thus, the researchers were

able to determine that fox predation was at least one mechanism that

controlled rabbit populations, but they also traded one environmental

problem for another: intense predation on native fauna by introduced

red foxes was replaced with intense herbivory of native flora by intro-

duced rabbits (Figure 2.3).

C ASE STUDY: REMOVAL EXPERIMENT – COMPETITION OR PREDATION?

As mentioned previously, competition between or among species can be

confused with other types of interactions (e.g., interguild predation).

Stapp (1997) addressed this concept in a removal study of shortgrass

prairie rodents in shrub-dominated shortgrass prairie in Colorado, asking

if the structure of the rodent community was the result of competition or

predation. During one summer, Stapp compared abundance, microhabi-

tat use, and diet of deer mice (Peromyscus maniculatus) on four areas where

northern grasshopper mice (Onychomys leucogaster) and deer mice coex-

isted with four areas where grasshopper mice had been removed. Both

species consume a similar diet of arthropods, but grasshopper mice also

eat deer mice and other rodents.

Abundance of deer mice declined on both the control and treat-

ment (removal) plots, but the decline was greater on the plots where

grasshopper mice had not been removed. Deer mice increased their use
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of shrub cover on plots where grasshopper mice were abundant, but did

not shift their use of microhabitat on sites lacking grasshopper mice.

Grasshopper mice rarely used these shrubby microhabitats, which sug-

gests that shrubs may have been important protective cover for deer

mice. In addition, other rodent species (Ord’s kangaroo rats (Dipodomys

ordii), western harvest mice (Reithrodontomys megalotis)) responded to the

removal of grasshopper mice by increasing their numbers or colonizing

sites where they had not been present before the removal experiment.

Stapp concluded that predatory or aggressive interference, rather than

competition, was responsible for the changes he observed in abundance

and microhabitat use by deer mice and that this was an important con-

tributor to the structure of the small mammal community in shortgrass

prairie.

Additive experiments

Additive experiments are used to determine whether additions in one

species will cause changes in the distribution or abundance of other

species. Thus, they evaluate a different phenomenon than the one

assessed with removal experiments: additive experiments determine
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environments. When introduced to Australia to control over-abundant,

introduced rabbits that were devastating native flora, red foxes created

another problem by preying on much of the native fauna. Photo by

Stephen DeStefano.



whether increasing the abundance of neighbors above present levels will

provide evidence of interference (if other species decline) or facilitation

(if other species increase). Even if one of these patterns is evident, this

only shows that interference or facilitation could potentially structure

the community if neighbor densities increased to the level created in

the experiment (Keddy 1989). If these densities are not observed in

nature, conclusions should be drawn with considerable caution.

Additive experiments usually examine the effect of extant or-

ganisms on introduced individuals or populations, but not the recip-

rocal effect. As such, they evaluate only one facet of the interaction. In

addition, they do not determine which of the (usually) many extant

species are responsible for the observed effects on the introduced

species. In fact, two (or more) extant species may have opposite effects

on the introduced species that reduce or eliminate the ability to per-

ceive an effect. For example, the performance of a plant species may be

enhanced by the direct effects of an overstory tree species; nonethe-

less, the beneficial effects of the overstory tree would be undetected if

individuals of the introduced plant are killed by herbivores associated

with the tree.

C ASE STUDY: ADDITION OF DIPSACUS TO OLD FIELDS

Werner (1977) sowed seeds of a biennial plant (teasel, Dipsacus sylvestris)

into eight abandoned agricultural fields with varying levels of plant

cover. She subsequently monitored seeded and unseeded plots for 5 years.

As the biennial plant increased in size and density, the growth and den-

sity of nearby herbaceous dicots were reduced. In contrast, nearby grasses

did not respond to the introduction of the biennial. The biennial colo-

nized all fields except the one with high cover of quackgrass (Agropyron

repens), which indicates that quackgrass interfered with colonization by

teasel. This study is unusual because the investigator evaluated the effect

of an introduced species on extant vegetation as well as the effect of ex-

tant vegetation on the introduced species.

Laboratory experiments

Laboratory experiments illustrate the potential effects of interactions

between species under specific sets of conditions which cannot be pro-

duced in the field. Ability to manipulate a wide range of variables is

the primary advantage of working in the laboratory (e.g., controlled en-

vironment chambers, greenhouses). Laboratory experiments can facili-

tate precise identification of the mechanism underlying a particular

interaction by allowing many variables to be held constant while one
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variable (e.g., species density) is varied. Disadvantages include the

limited scope and extreme unrealism of these experiments; regardless

of how convincingly an interaction is demonstrated in the laboratory,

extrapolation to real-world ecosystems is limited. Thus, results from

laboratory experiments may not provide evidence of the existence of

an interaction in nature, much less indicate the strength of such an

interaction.

C ASE STUDY: L ABOR ATORY EXPERIMENT – AGE EFFECTS 

ON PL ANT INTER ACTIONS

Size of individuals has a clear impact on negative interactions between

plants. However, the effects of plant age (at a given size) on interactions

are less clear. Aspinall and Milthorpe (1959) addressed the influence of

plant age on negative interactions between two annual plants that are

capable of coexisting: a common crop plant (barley, Hordeum vulgare) and

an associated weed (white persicaria, Polygonum lapathifolium). The two

species were grown in pure and mixed populations of varying densities

in greenhouse pots.

Growth of persicaria was reduced in the presence of barley, but

growth of barley was unaffected by persicaria. This would seem to favor

barley over persicaria over multiple generations, and lead to competitive

exclusion rather than coexistence. However, differences in plant phenol-

ogy favored coexistence. Specifically, persicaria accounted for only

8–10% of total biomass in mixed populations between 0 and 8 weeks, re-

gardless of plant density. At 8 weeks of age, barley ceases vegetative

growth and allocates resources to reproductive structures. This enables

persicaria to increase in mixed populations, especially in low-density

mixtures. In the field, coexistence presumably occurs as a result of dif-

ferential plant phenology in combination with relatively low densities of

barley in some locales.

Field experiments

Relationships between the abundance of neighbors and performance of

target plant(s) are interpreted in the same way in field experiments as they

are in laboratory experiments: an inverse relationship indicates interfer-

ence, whereas a direct relationship indicates facilitation. Unlike labora-

tory studies, there is a reference point: the current performance of the in-

dividuals or populations of interest (Keddy 1989). Field experiments offer

results that can often be confidently extrapolated to similar ecosystems.

However, precise identification of the mechanism underlying a specific in-

teraction may be hampered by confounding between the factor of interest
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(i.e., neighbor density) and other factors that are inadvertantly altered

when neighbor density is manipulated (e.g., disturbance levels, nutrient

pools and fluxes, organisms associated with manipulated species).

C ASE STUDY: FIELD EXPERIMENT – PARTITIONING ABOVE-  AND

BELOW-GROUND INTERFERENCE

Dramatic increases in the density of woody plants have occurred in

savannas and grasslands throughout the world (McPherson 1997; Scholes

and Archer 1997). Reduced interference from extant grasses as a result

of livestock grazing has been implicated in these changes in physio-

gnomy. Van Auken and Bush (1997) designed a field experiment to test

the effects of a dominant native grass (sideoats grama, Bouteloua cur-

tipendula) on seedling growth of a widely distributed woody plant

(honey mesquite, Prosopis glandulosa) that has increased in abundance in

central Texas (Figure 2.4).

Stands of grass were established in 1 m2 plots and adjacent plots of

the same size were hand weeded. Grass roots were allowed to grow

throughout the site, so the hand-weeded plots represented “gaps” only

above ground. Three years after the grasses were sown, mesquite seeds

were sown into subplots which excluded grass roots at various depths. In

addition, one-half of the plots were shaded to simulate interference for

light. Thus, the experiment effectively partitioned interference into

above- and below-ground components.
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spread of mesquite in the arid grasslands of the southwestern United

States and northwestern Mexico. Photo by Stephen DeStefano.



Mesquite seedlings were harvested at the end of one growing

season, and biomass was determined. Mesquite growth was strongly af-

fected by the depth to which grass roots were excluded. In addition,

mesquite growth was reduced in grass-covered plots relative to gaps.

However, above-ground interference had no measurable effect on growth

of mesquite seedlings. These results indicate that: (1) interference from

native grass stands can markedly reduce growth of mesquite, and (2) this

interference occurs primarily below ground.

C ASE STUDY: FIELD EXPERIMENT – THE 10-YEAR CYCLE

Authors have written about periodic fluctuations in animal densities

since the early part of the 20th century. There has been much specula-

tion regarding their cause; hypotheses have been based on overpopula-

tion, random fluctuations, and meteorological causes (e.g., sunspots)

(Keith 1963). Within the last two decades, observational studies have

led researchers to believe that food abundance, nutritional quality of

forage plants, and behavior and genetics may play important roles

(Sinclair et al. 1982; Keith 1983; Ward and Krebs 1985; Krebs et al. 1995;

O’Donoghue et al. 1998).

Population ecologists have long been aware of a phenomenon

termed the “10-year cycle” (Keith 1963). The 10-year cycle involves peri-

odic and dramatic fluctuations in populations of snowshoe hares (Lepus

americanus) in the boreal forest of North America. Hare density peaks

every 8–11 years, and the fluctuations are regular, of high amplitude,

and are synchronous over a broad geographical region (Keith et al. 1984).

These tremendous changes in hare density apparently involve interac-

tions with several other wildlife species, such as ruffed grouse (Bonasa

umbellus), the predators of hares and grouse – notably lynx (Felis lynx), coy-

otes (Canis latrans), and several species of raptors – and the plants that

make up the hares’ diet (Rusch et al. 1972; Brand et al. 1976; Todd et al.

1981; Boutin et al. 1995; O’Donoghue et al. 1997, 1998) (Figure 2.5).

Long-term studies or field experiments designed to test mecha-

nisms underlying the 10-year cycle have been reported only relatively re-

cently. Vaughan and Keith (1981) conducted such an experiment in eight

enclosures (about 3–6 ha in size) of natural habitat to measure the demo-

graphic response of hares to food shortages during the winter. They used

two levels of hare density, averaging about four and 13 hares/ha at the

start of each experiment, and two levels of food availability (high and

low). They found that food shortage greatly affected the reproductive

characteristics of adult hares, including the onset and termination of

breeding, pregnancy rates, and ovulation and implantation rates. These

changes corresponded to shorter breeding seasons and a reduction in
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mean natality. Survival of juveniles was also markedly reduced, although

survival of adults was unaffected. Vaughan and Keith concluded that the

results of their field experiments were consistent with the view that

cyclic declines in snowshoe hare populations are initiated by winter food

shortage. This model of the 10-year cycle thus starts with an increasing

density of snowshoe hares, triggered by a recovery in food resources.

Several species of predators then show positive numerical and functional

responses to the large numbers of hares, and their populations increase.

Meanwhile, hare numbers have increased to the point at which intensive

and widespread herbivory reduces plant-based sources of food, and the

hare population declines rapidly. The decline in hares is followed closely

by a decline in predator populations, marked by reduced reproductive

output and lowered survivorship of the young of most predator species.

detecting interactions

The study of community interactions is challenging for both plant and

animal ecologists, but animal populations offer additional difficulties.

Many species of animals are secretive, mobile, and long lived. Relative

abundance can be quite variable over time and influenced by many fac-

tors, both biotic and abiotic. Marking individuals is rife with potential

biases and accurate estimation of animal densities is problematic, even

though methods are improving greatly (e.g., Buckland et al. 1993).

These logistical and methodological problems exist even in the

study of small mammals (rodents), which have small home ranges and

are abundant relative to other mammalian species (Dueser et al. 1989).

Even some of the most frequently cited studies on competition in small

mammal communities may have serious statistical flaws, which led

Dueser et al. (1989:111) to conclude that we are less certain about the role

of competition in rodent communities than is generally believed.

One of the primary problems with past studies is the lack of repli-

cation (Box 2.2). Dueser et al. (1989) reviewed 25 North American field ex-

periments of competition that included both treatment and control

plots. They reported that interspecific competition was prevalent, but

that detection of competition was affected by experimental protocols. For

example, competition was more evident between enclosed populations

than between populations on open grids and, more disturbingly, compe-

tition was more evident in unreplicated than replicated studies. The

evidence on competition in rodent communities is thus substantial, but

ambiguous, which makes the generality of this evidence “unknowable

but suspect” (Dueser et al. 1989:117). Dueser et al. (1989:123) emphasized
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Figure 2.5 Interactions between (a) snowshoe hare and (b) lynx (here

shown fitted with a radio telemetry collar and ready for release) as

herbivore and predator represent a classic example of wildlife population 

(a)

(b)



Managing interactions 41

the need for increased statistical power in studies of community

interactions by: (1) increasing replication; (2) reducing within-treatment

variation; (3) using appropriate test statistics, such as one-tailed tests and

repeated-measures analysis of variance; and (4) testing for large effect

sizes by selecting an abundant species or by implementing the simul-

taneous removal and addition treatments that maximize between-

treatment differences in density.

managing interactions

Management objectives frequently include unnatural conditions or sit-

uations. “Natural” levels of production (e.g., of red meat or wood) often

do not meet societal demands. Similarly, “natural” levels of resource

Figure 2.5 (cont.) dynamics. Hare and lynx populations, interacting with

their environment and each other, show cyclic highs and lows about

every 10 years. Photos by Stephen DeStefano.

Box 2.2 Replication

Replication is the application of a treatment, or set of treatments,

to more than one experimental unit. Replication demonstrates that

observed trends are consistent, thereby reducing the possibility

that a trend has occurred by chance. It increases the precision of

estimates and it provides an estimate of experimental error, which

is needed for appropriate statistical analyses.

In many cases, replication is precluded by ethical or logistical

concerns. For example, it may be infeasible to conduct a replicated

experiment on the behavior of large carnivores in a field setting, or

on the effects of acid rain on trophic dynamics in large lakes. In

such cases, inferences are restricted to the observed populations

and considerable caution should be exercised when interpreting

statements about broader populations (in these cases, carnivores or

lakes not included in the study). The application of inferential sta-

tistics to data resulting from these studies is forced to rely on inap-

propriate error terms (i.e., sampling error is assumed to represent

experimental error). As a result, these studies rely on pseudorepli-

cation (Hurlbert 1984). The reader is encouraged to understand the

causes and consequences of pseudoreplication with a thorough re-

view of Hurlbert (1984) and Ramsey and Schafer (1997).
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quality often are deemed insufficient (e.g., size of antlers or individual

trees). Thus, managers focus on the creation of “unnatural” conditions

to favor greater quantity or quality of various resources derived from

ecosystems.

Many of the techniques designed to increase the quantity or

quality of resources for human use rely on alterations in environmen-

tal conditions as a mechanism to alter species interactions and, there-

fore, change species composition. For example, removal of forest

canopies generates large changes in several environmental parame-

ters: at the soil surface, light and wind speed increase and diurnal

temperature fluctuations become more pronounced. These and other

changes in the physical environment tend to favor recruitment of

species that are short lived, fast growing, and high in photosynthetic

tissue at the expense of species that are long lived, slow growing, and

high in structural tissue. The resulting suite of “early successional”

species provides excellent habitat for some game species (e.g., white-

tailed deer) compared with dense, closed-canopied forests. Conversely,

many plant and animal species are found primarily in old forest

stands with closed canopies, and the distribution and abundance of

these species will likely be affected negatively by these management

approaches (Figure 2.6).

Interference

Interference is a critically important interaction on most sites, and, in

many cases, interference between plants can be manipulated to

achieve management objectives. Effective manipulation of interfer-

ence to meet objectives requires knowledge of two factors: the limiting

resource(s) and the influence of the environment on the interaction.

Considerable volumes of literature identify resource limitations and

illustrate plant–environment relationships at an appropriate depth for

the management of some systems. In other systems, relevant experi-

ments should be conducted in order to identify and elucidate these

relationships.

In most arid and semi-arid regions, water is the most limiting re-

source during much of the year, which implies that manipulation of

other resources will have little or no impact on interference (and, hence,

community structure). In contrast, light commonly constrains plant

growth beneath forest canopies; thus, increasing the amount of light

reaching understory plants is the most effective strategy for increasing

the productivity of understory plants. These examples are simple and
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Figure 2.6 The structural complexity of late successional, or old growth,

forest provides ecological niches for a wide array of plants and animals.

Photo by Stephen DeStefano.

obvious, yet they are representative of many sites. On other sites, plant

productivity and diversity are constrained by one or more additional fac-

tors. Identifying the factors that impose the greatest constraints on the

growth and survival of specific plants is a necessary first step toward

manipulating the outcome of interference.

The ability of plants to interfere with neighbors is dependent on

the environment (Keddy 1989; Grace and Tilman 1990). For example,

the ability of many plants with the C3 photosynthetic pathway to in-

terfere with the growth of C4 plants is enhanced under conditions of

cool temperatures and low light (Williams et al. 1999). Similarly, re-

cruitment of woody plants within a stand of grass is enhanced by a

series of years with above-average precipitation or by defoliation of

grasses by herbivores (McPherson 1997; Scholes and Archer 1997).

Recognition of environmental effects on competitive interactions may



allow manipulation of the environment to favor one plant or group of

plants over others.

Herbivory

Herbivory represents an interaction and, in some cases, a management

technique. Native herbivores associated with all wildland ecosystems re-

move an enormous amount of biomass each year and may constrain the

establishment and growth of some species (Evans and Seastedt 1995).

Thus, protection from these herbivores may be required to sustain popu-

lations of some plants. In effect, protection of desired plants from herbi-

vores indicates that the primary constraint on plant establishment has

been identified; protection represents an attempt to overcome this con-

straint. This strategy is particularly effective if plants require protection

from herbivores only until they reach some minimum size or age. If na-

tive herbivores have been reduced via anthropogenic activities, reintro-

duction may represent a minimal-risk, low-cost strategy for reducing

their forage plants (e.g., prairie dogs and woody plants; Weltzin et al.

1997; McPherson and Weltzin 2000).

Nonnative herbivores, notably livestock, have been introduced

into most terrestrial ecosystems. The primary goals of livestock intro-

duction are to convert biomass to a form suitable for human consump-

tion and to produce other animal products (e.g., leather). Considerable

volumes of literature address the consequences of livestock grazing and

provide guidelines for maintaining the sustainability of this activity

(e.g., Vallentine 1990; Heitschmidt and Stuth 1991; McPherson and

Weltzin 2000). In general, livestock grazing requires minimal cultural

input and represents a sustainable use of many areas if soils are inher-

ently capable of recovering from livestock-induced compaction and if

removal of nutrients does not exceed inputs from natural sources (e.g.,

precipitation, nitrogen-fixing organisms) (Figure 2.7).

Livestock can be manipulated to influence plant–plant interac-

tions. Most large ungulates preferentially defoliate herbaceous plants,

thereby enhancing the establishment and growth of woody plants. In

contrast, goats tend to select woody plants and, hence, facilitate the

spread of herbs. Managers can exploit these relationships to encourage

desirable life forms and discourage undesirable ones. Historically, stock-

ing rates of livestock on most natural areas greatly exceeded “sustain-

able” limits and thus impacted many populations of native flora and

fauna. If applied judiciously, however, livestock grazing can be a useful

method of manipulating vegetation in some areas (Box 2.3).
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Seed dispersal

Several management activities represent attempts to overcome seed

limitations on a site. As with herbivory, any attempt to increase the

seed supply implies that seed dispersal is a primary constraint on es-

tablishment of desirable species. Constraints on seed availability can

be overcome with a variety of techniques, ranging from direct sowing

or planting to the attraction of animals likely to deposit the desired

seeds.

Direct sowing is used by landscape architects, silviculturists, and

revegetation specialists. Seeds of desirable species are frequently sown

into areas after plants are removed by a disturbance (e.g., fire, overstory

removal, road construction). The objective in these cases is to enhance

the recruitment of desirable species by giving them a “head start” on un-

desirable species.

A less direct means of dispersing seeds involves feeding the seeds to

domestic herbivores which are then released into target areas. Obviously,

seeds must be resistant to deterioration or digestion by the animal. Seeds

are defecated in feces, which provide a nutrient-rich, interference-free en-

vironment for germination and early establishment. This technique has

been used with livestock to restore tropical dry forest in Guanacaste

National Park, Costa Rica ( Janzen 1986).
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Figure 2.7 Livestock as well as wildlife are a potentially important

ecological force that influences patterns of vegetation. Photo by Stephen

DeStefano.
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Box 2.3 Managing biological invasions

The historical consequences of livestock grazing continue to influ-

ence contemporary management decisions. Many vegetation man-

agers refuse to consider livestock an appropriate tool for vegetation

management because of historical “transgressions.” For example,

livestock are excluded from most national parks in the western

United States: livestock are not native to these systems, and their

presence appears to be inconsistent with the restoration and main-

tenance of preColumbian plant communities.

Grazing by livestock has contributed to extensive and wide-

spread soil erosion and undesirable vegetation change in many of

the world’s ecosystems. Nonnative grazing animals caused, and

continue to cause, reduced biological diversity. The livestock indus-

try causes much economic and ecological harm with few societal

benefits, and it appears to survive in many areas primarily because

it offers a unique and colorful livelihood. However, livestock graz-

ing is a useful tool for some site- and objective-specific goals of veg-

etation management, including the maintenance of biological

diversity.

In the southwestern United States, nonnative annual grasses

carpet the Sonoran Desert during years with above-average winter

precipitation (Abbott and McPherson 1999). The associated in-

crease in fine fuel enhances fire occurrence and spread, and most

native plants are poorly adapted to fire. Long-lived succulents

such as the giant saguaro cactus are particularly vulnerable.

Opportunistic, short-term grazing by livestock may reduce the

fine fuel load and prevent fires in these systems. Impacts of

livestock grazing on this ecosystem presumably are minor relative

to the long-term detrimental effects of fire (Abbott and

McPherson 1999).

Finally, a very indirect means of overcoming constraints on seed

dispersal relies on passive assistance from native animals. Again, seeds

are resistant to deterioration or digestion, and they are defecated in de-

sirable locations. Specifically, birds are attracted with artificial perches

that serve as recruitment foci for woody plants (McClanahan and Wolfe

1993; Robinson and Handel 1993). The effectiveness of perches is en-

hanced by providing seeds of desirable plants in bird feeders. As with the

application of much other ecological research, this strategy is not always



successful; perching structures typically increase seed dispersal, but may

not overcome other constraints on woody plant recruitment (Holl 1998).

summary

It is difficult to conduct rigorous research on interactions that is rele-

vant to management, particularly in animal populations. However, un-

derstanding interactions between organisms provides a foundation for

studying collections of organisms, or communities. Thus, the scientific

study of interactions underlies the quest to understand the coexistence

of multiple species and, therefore, patterns of community structure. In

addition, knowledge of interactions may facilitate the prediction of com-

munity response to changes in environment or land use. These topics are

discussed in the following chapters.
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Community structure

Questions about the number and diversity of species have entertained

ecologists for generations. Many of these questions are pursued because

they are academically intriguing, not because they offer significant in-

sight into the management of ecosystems. For example, asking why so

many species can coexist – a question deemed the Holy Grail of commu-

nity ecology after Hutchinson (1959, 1961) posed it (Grace 1995) – is equiv-

alent to asking why there are so many colors among birds. Species, like

coloration, evolved as a result of selection pressures (including, for ex-

ample, interference and facilitation). The fact that there are so many

species is an inevitable outcome of the large number of generations and

selective pressures evident since life evolved. Rather than pursuing ques-

tions with little applicability to management, this chapter will focus on

the techniques used to describe community structure. Communities are

a primary unit of management; therefore, understanding and describing

community structure are requisite steps toward effective management.

the communit y concept

Debate about the community concept began before “ecology” was formally

defined in 1894 (Madison Botanical Congress 1894, cited in Langenheim

1995). The earliest discussions about collections of organisms included

consideration of ecological interactions, with some scientists believing

that interdependence among species was fundamental to the definition

of communities (e.g., Mobius 1877) and others believing that no interac-

tions were necessary to describe and discuss communities (e.g., Grisebach

1838). The debate was polarized by two North American plant ecologists:

Frederic Clements, who promoted the idea that plant communities were

superorganisms comprised of interdependent species (Clements 1916),

and Henry Gleason (1917, 1926), a vocal proponent of Forrest Shreve’s



(1915, 1922) idea that species are distributed in an individualistic man-

ner along environmental gradients.

Modern discussions of the community concept generally focus on

community structure (but see Drake 1990 for a functional view). Most

contemporary definitions agree that species interact, although the

degree of interaction remains the focus of some debate. Modern discus-

sions of the community concept also tend to agree that communities are

delimitable in space and time, that they are inseparable from climate,

and that they are characterized by structural homogeneity. For the pur-

poses of this book, we adopt these elements of the community concept

(Figure 3.1).

describing communities

Vegetation management is occasionally aimed at species populations

(e.g., rare species), but it usually focuses on plant communities as

the fundamental unit of management. Therefore, effective vegetation

management depends on the ability to describe community structure

objectively. Qualitative, coarse-level descriptions may be adequate for

communication about, and management of, plant communities. These

descriptions may simply name the dominant life form or species in

the assemblage (e.g., semi-desert mixed shrub or Rocky Mountain
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Figure 3.1 Sonoran Desert in the foreground, with tidal and marine

communities of the Gulf of California in the background, Sonora, Mexico.

Photo by Stephen DeStefano.



mixed-conifer communities). Frequently, however, additional information

is required to assess specific objectives. For example, a quantitative

description of vegetation may be required to compare the efficacy of

various management strategies in achieving desired states of vegetation.

Quantitative descriptions may also serve as reference points for

management.

The most inclusive interpretation of the term “community”

would incorporate all coexisting organisms. Thus, plants, vertebrates,

invertebrates, fungi, microbes, and other organisms that occupy a spe-

cific site comprise the ecological community. As this book builds on a

foundation of plant ecology and vegetation management, the emphasis in

this chapter is on vegetation. Animals can exert dominant effects on

plant community structure, just as vegetation dominates the structure

and composition of animal communities. Examples of the former in-

clude snowshoe hares in the boreal forest (as discussed in Chapter 2),

ungulates in some grasslands of Africa and North America, white-tailed

deer (Odocoileus virginianus) in urban settings in the northeastern United

States, and livestock throughout much of the arid western United States.

Other examples include the distribution of seeds by birds and sciurids

and soil turnover by fossorial mammals and invertebrates (Figure 3.2).

Concepts and techniques discussed in this chapter have been appropri-

ately applied to collections of plants and assemblages of animals; they

are suitable to various other applications, at fine or coarse taxonomic

precision.

General goals of community ecology include: (1) description, as a

basis for comparison with other sites or the same site at other times; (2)

identification and elucidation of relationships between sites, species,

and/or environmental variables; (3) identification of members of dis-

crete classes; and (4) prediction of species composition. Most of these

goals are addressed with pattern-oriented models. For example, typical

tools used to address the first goal include standard community-based

descriptors (e.g., indices of diversity, models of community organiza-

tion). Ordination may also be used to accomplish the first goal, and it is

the customary analytical approach used to address the second goal; ad-

ditionally, ordination is useful for stimulating hypotheses about com-

munity structure. Classification is the typical approach used to address

the third goal, which is frequently associated with mapping exercises or

evaluation of the preservation status of plant communities. Process-

oriented models are the primary formal tools used to address the fourth

goal, although trial and error is the approach most commonly used by

managers.
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Data collection

As already mentioned, plant communities can be described ade-

quately in the absence of quantitative data. Thus, descriptors such as

“sagebrush-grass” and “ponderosa pine/bunchgrass” may be adequate

for many purposes. These coarse-scale descriptors are also often adequate

to communicate the assemblage of vertebrate wildlife that one could

expect to find: pocket gophers, sage sparrows (Amphispiza belli), black-

tailed jackrabbits (Lepus californicus), coyotes, and pronghorn (Antilocapra

americana) are found in “sagebrush-grass” communities, whereas western

gray squirrels (Sciurus griseus), western tanagers (Piranga ludoviciana),

northern goshawks, and mule deer (Odocoileus hemionus) are among the

members of the “ponderosa pine/bunchgrass” community. In some

cases, management is facilitated when communities are described in

greater detail.

General considerations

Many texts have been developed specifically to facilitate the collection of

data in an objective and repeatable manner (e.g., Mueller-Dombois and

Ellenberg 1974; Grieg-Smith 1983; Kershaw and Looney 1985; Causton

1988; Ludwig and Reynolds 1988; Bonham 1989; Kent and Coker 1992).

These texts indicate that data collected to describe plant communities
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Figure 3.2 Eastern gray squirrels, as well as many other species of

mammals and birds, can distribute the seeds of plants via food caching

or hoarding. Photo by Stephen DeStefano.



should adhere to certain standards with respect to appropriateness,

homogeneity, objectivity, and efficiency. Each of these elements is

discussed below.

Data should be appropriate with respect to the character of the

community, the investigator’s research purposes, and plans for subse-

quent data analyses. For example, estimating the tree density in eastern

deciduous forest requires a quadrat size several orders of magnitude

larger than that required to estimate plant density in Californian annual

grassland, simply because of differences in plant size. Similarly, if analy-

sis of community structure is targeted at hypothesis generation, then

overly quantitative assessments cannot provide the necessary broad cov-

erage and may actually stifle the generation of hypotheses. Different

objectives also dictate different intensities of data collection: objectives

may include, for example, causal analysis of vegetation structure or fea-

sibility of a site for a specific land use (e.g., recreation), with concomitant

differences in data collection. Finally, data collection should not occupy

a disproportionate amount of time and resources beyond the specific

objectives of the research.

Samples should be homogeneous in structure and composition to en-

sure that each quadrat does not represent a different community. Because

plant communities are not naturally delimited, subjective decisions must

be made about which areas to include. Before sampling ponderosa

pine/bunchgrass communities, the investigator must determine which

parts of the landscape fall into this community. Sites vary in degree of ho-

mogeneity and in the type and severity of disturbances (Figure 3.3); histori-

cally, ecologists have selected the most uniform and least disturbed areas

for subsequent study, although this may be changing as scientists recog-

nize the importance of conducting research in areas that are more broadly

representative of the planet’s ecosystems. Also, scale is potentially prob-

lematic, since plants are rarely distributed randomly – they are patterned

on several scales, so that a particular quadrat size and sample size will be

adequate for some species and environmental factors, but too small to be

representative for others, and too large to be homogeneous for others.

Animal ecologists must also consider the mobility and dispersal ca-

pabilities of animals in their studies of communities. Some animals are

restricted in distribution; consider, for example, northern spotted owls

(Strix occidentalis), which inhabit mature coniferous forests from central

and coastal California, through western Oregon and Washington, and

into southwestern British Columbia. In contrast, the great horned owl

(Bubo virginianus) is found throughout North America, in all types of veg-

etation (Figure 3.4). Even the relatively restricted range of the northern
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spotted owl encompasses several plant communities, such as the

redwood forests of California, Douglas-fir/western hemlock forests of

western Oregon, and mixed coniferous forests of central Washington.

Animal ecologists are thus faced with additional challenges in defining

communities; for example, Douglas-fir/western hemlock forests do not

incorporate all of the forest types inhabited by northern spotted owls. In

addition, deciding the scale at which to conduct research at the com-

munity level is very important; several authors have articulated con-

cerns about scale – specifically the size of study areas (Smallwood 1995;

Blackburn and Gaston 1996; Smallwood and Schonewald 1996).

There are many different sampling procedures, so selection of any

one is subjective. However, once selected, sampling methods should be

objective, standardized, and repeatable by other researchers. Methods

should be described in an unambiguous and operational manner to

facilitate comparisons across treatments, years, and data sets.

Finally, data collection should be an efficient process, to maximize

the amount of information gained per unit of time, effort, and re-

sources. This criterion conflicts with the previous three; in fact, most

criteria will conflict with each other in many studies.

Despite the inability to devise a perfect protocol for any ecological

study, the ultimate selection of sampling procedures should consider at
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Figure 3.3 Gaps in the forest canopy caused by processes such as windthrow

are common in most forests. These kinds of natural perturbations should

be represented in the description of plant communities. Photo by Stephen

DeStefano.



least the following components: objectives, scope, required accuracy of

the study, kinds of communities sampled, type of environmental and

historical data needed to complement vegetation or animal data, re-

quirements to allow comparison with other studies, requirements for

valid application of anticipated data analyses, and practical limitations.

In addition, personal preferences of the investigator will influence the

sampling protocol.

Typical sampling methods

Communities are usually comprised of several taxa, and one goal of com-

munity sampling is to describe the abundances of various taxa. Descrip-

tion is generally attempted at the species level of resolution. Several at-

tributes can be used to signify abundance of a species, and the results of
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Figure 3.4 Great horned owls are widely distributed across North America

and breed in a variety of environments, from boreal forests to deserts.

Photo by Stephen DeStefano.



community analyses depend on the attribute selected (Smartt et al. 1974;

Podani 1984; Kenkel et al. 1989; West and Reese 1991; Mehlert and

McPherson 1996; Guo and Rundel 1997). Practical limitations (e.g., time,

money) often constrain the number of attributes that can be sampled,

which ensures that selection of an appropriate attribute is an important

issue. Typical attributes used to describe the abundance of plant species

include density, biomass, cover, and frequency. Typical attributes used to

describe abundance of animal species include density and frequency.

Density (number of individuals per unit area) can be used with

individuals that are easily distinguished. This precludes density as a

basis for evaluating the abundance of many clonal organisms (e.g.,

sod-forming grasses or woody plants that resprout when burned or

cut). The use of density assumes that all individuals are equally im-

portant, unless taxa are subdivided on the basis of size (sensu Prodgers

1984). Density estimation based on the point-quarter method (Cottam

and Curtis 1956) is often used for plants, particularly large woody

species. Density estimation based on distance sampling techniques

(Buckland et al. 1993) may be the most effective and efficient method

for determining the density of many vertebrate populations, espe-

cially species that are distributed sparsely across large geographical

areas. Point counts for birds (Ralph and Scott 1981; Bibby et al. 1992)

and capture–recapture techniques for small mammals (Pollock et al.

1990) are also used frequently (Box 3.1).

Biomass (mass per unit area) can be determined directly for some

growth forms (e.g., herbs, small shrubs) and can be estimated for others.

Biomass sampling is usually restricted to the above-ground portion of

plants. Biomass is the most time-consuming and labor-intensive attrib-

ute to evaluate. However, biomass accounts for differences in size and

growth form between taxa or individuals, and is therefore preferred by

many community ecologists.

Cover (percentage of ground covered) can be estimated and ex-

pressed in terms of foliage or plant bases. Foliar cover indicates the total

amount of light a plant is capable of intercepting, and is often applied to

plants that are smaller than observers. Basal cover indicates the percent-

age of soil occupied by a plant, and is often applied to trees (e.g., diameter

at breast height, commonly used by foresters). Basal cover is also used

with herbs. Cover may be estimated along a line (line-intercept method,

Canfield 1941), at a series of points (point sampling, Levy and Madden

1933, Goodall 1952, 1953), or via visual estimation within quadrats. In

the latter instance, cover is often estimated within classes (Daubenmire

1968). Various scales are used for cover classes, with the octave scale
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Box 3.1 Capture–recapture models

Capture–recapture (CR) methodology has a long history in ecology

(Seber 1982; Pollock et al. 1990). In about 1930, Petersen and Lin-

coln independently used a simple form of CR to estimate the abun-

dance of fish and waterfowl population size, respectively. CR has

since been modified to estimate survival rate, which is the propor-

tion of animals that remain alive after a time period or interval

has passed. In its simplest form, CR is based on a proportion of

marked individuals alive at time t that are still alive at time t�1.

Abundance can be estimated with two capture occasions: a sample

of x animals are captured and marked at time t, followed by an-

other sample of animals captured at time t�1. The latter group

will consist of unmarked individuals and previously marked indi-

viduals. The “Lincoln–Peterson index” is based on the formula

N�CM�R, where M is the number of animals marked during the

first capture occasion, C is the number of both marked and un-

marked animals captured during the second occasion, R is the

number of marked animals captured during the second occasion,

and N is population size.

The basis for CR estimates lies with marked individuals – for

example, small mammals with ear tags, fish with fin tags, or geese

with neck bands. These marks can be simple batch marks (i.e., all

individuals captured in a particular capture period receive the

same mark, such as a colored tag or paint spot, that identifies

them as members of that cohort but not as individuals). More

sophisticated modeling can be done, however, if all individuals are

marked uniquely, such as with numbered tags or individually

color-coded marks. Marked animals are subsequently recaptured,

or reobserved if they have visual marks that can be detected

without actual capture.

CR has been used more recently to estimate survival (how

many animals survive during a time interval), rather than simply

abundance. These are the Cormack–Jolly–Seber models, based on the

work of these independent researchers. To estimate survival, a mini-

mum of three capture occasions is required; for many species of ver-

tebrates, annual survival is the parameter of interest, so a capture

occasion is defined as 1 year, although other periods such as days,

weeks, or months could be used. The most reliable information will

be attained from studies that run much longer than the requisite



being especially common (Table 3.1). The results of community analyses

are dependent on the scale that is being used (e.g., Jongman et al.

1987:27–8).

Frequency (percentage of quadrats occupied) can be evaluated

more quickly than other attributes. However, frequency is sensitive to

the size of quadrat used, which substantially constrains comparability
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3 years, however. For example, Forsman et al. (1993) determined the

survival of northern spotted owls from several studies of 4–10 years.

Multiyear studies involve repeated capture occasions. For ex-

ample, when a study begins in year 1, a sample of animals is cap-

tured, marked, and released back into the environment. In year 2,

another sample of animals is captured; the unmarked individuals

are marked and released, and the previously marked individuals

have their numbers recorded and are then re-released. This process

is repeated each year; over a period of time, each individual animal

will have its own capture history, which is a series of 0s (for not

captured) and 1s (for captured). A capture history matrix represents

individual animals (rows) and whether or not they were captured

during each time interval (columns). A capture history matrix

could thus be:

11000

11111

01011

01000

00101

where the first animal was captured on occasion 1, recaptured on

occasion 2, and never seen again during the remaining three peri-

ods of the study.

Recapture probability (p) can be estimated from the capture

history matrix; p is considered a “nuisance parameter” because it

does not reveal anything biologically meaningful about the popula-

tion, but it is necessary to estimate survival. Many assumptions are

involved in the use of CR methodology (Seber 1982; Pollock et al.

1990). For example, some models assume that populations are

closed (i.e., there are no births, deaths, immigration, or emigra-

tion); clearly, this is a difficult assumption to meet and more so-

phisticated models deal with open populations. As with any model-

ing effort, adherence to assumptions is critical.



between studies. For example, most plant species occur infrequently in

0.5 m2 quadrats, more frequently in 1 m2 quadrats, and even more fre-

quently in 2 m2 quadrats. Different investigators routinely use different

quadrat sizes, depending on objectives, kinds of communities, personal

preferences, practical limitations, and other factors. Thus, frequency is

rarely comparable between studies, even for the same species. In con-

trast, plant density, biomass, and cover can be compared between dis-

parate ecosystems. For frequency counts of animal species, study area

size can greatly influence the results (Blackburn and Gaston 1996;

Smallwood and Schonewald 1996). In addition, study area selection in

most wildlife studies is based on logistics to a greater extent than on study

design. Although logistics (e.g., access) necessarily plays a role in study

area selection, wildlife researchers should pay greater heed to establishing

study areas in some sort of random fashion (e.g., simple random, stratified

random, cluster sampling) (Ramsey and Schafer 1997).

Most quantitative studies of plant communities rely on some form

of area sampling, as opposed to line or point sampling. Two caveats are

warranted with respect to area sampling. First, plant distributions and

environmental factors involve many spatial scales, so a specific size of

quadrat may be appropriate for some species, too large for others, and too

small for others. Second, accuracy of all area-based attributes usually can

be improved by increasing the size and number of quadrats, but increased

sampling effort is required. Use of distance sampling, in which distances

from line or point transects to plants or animals are recorded, is a rela-

tively new development based on the line-transect method (Buckland
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Table 3.1 Conversion scale from percentage cover to octave scale

Cover (%) Octave value

0 0

0.01–0.49 1

0.50–0.99 2

1.00–1.99 3

2.00–3.99 4

4.00–7.99 5

8.00–15.99 6

16.00–31.99 7

32.00–63.99 8

64.00–100 9

Source: Adapted from Gauch and Stone 1979.



et al. 1993). Distance sampling overcomes the problems associated with

area-based sampling methods, and allows some plants or animals to go

undetected, except for those located on the line or point (i.e., objects on

the line or point must be detected with a probability of 1) (Box 3.2).

Area sampling requires the selection of a specific shape and size of

quadrat. Within-sample homogeneity is minimized in quadrats with a

high proportion of area to edge (in decreasing order: circle, square, rec-

tangle). In addition, the number of decisions about plants “in” or “out”

of quadrats (hence, this source of error) is minimized in these quadrats.

Conversely, homogeneity between samples is minimized with long, nar-

row quadrats (Brown 1954; Gauch 1982; Pielou 1984).
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Box 3.2 Distance modeling

One of the most fundamental questions faced by research ecolo-

gists and resource managers is also one of the most difficult to

answer: “how many are there?” Andrewartha (1961) recognized the

importance of “how many” when he refined a definition of ecology

as the scientific study of the distribution and abundance of organisms.

Krebs (1972) took this a bit further in defining ecology as the scien-

tific study of the interactions that determine the distribution and abun-

dance of organisms. Determining the abundance of rare or secretive

animals is difficult, but even large, obvious animals such as elk

or elephants present a challenge. Plants are also not immune;

estimating abundance is difficult for most organisms in natural

environments.

Distance sampling is a technique that has been developed to

aid biologists in determining abundance (Buckland et al. 1993). Line

or point transects are the primary distance methods, and the sam-

ple data consist of the set of distances from the line or point to the

plant, animal, or object of interest. Distance sampling is an exten-

sion of plot sampling, in which it is assumed that all objects within

sample plots are counted, which is a very difficult assumption to

meet under most field conditions. Distance sampling allows the re-

searcher to miss some objects, except those that are directly on the

line or point (those objects must be detected with a probability of 1).

Distance sampling takes into account the fact that the size of

the sample area is sometimes unknown, that many objects away

from the transect line or point may not be detected (thus distances



Determination of the appropriate quadrat size may be quantita-

tively evaluated with two distinct approaches, each of which relies on

the collection of data prior to initiation of the study: species–area curves

or statistical methods. Species–area curves (Arrhenius 1921) are gener-

ated from series of nested plots, with a goal of sampling the area at which

few or no additional species are added within the same ecosystem.

Various estimates have been developed to predict the actual number of

species from observed data, and therefore determine the appropriate

quadrat size for sampling. The questionable reliability of these estimates

(Hayek and Buzas 1997) suggests that selection of quadrat size based on

species–area curves is best done subjectively. The most common statisti-

cal method involves the calculation of means and variances of common

species for various quadrat sizes. This method can also be used to deter-

mine the appropriate number of quadrats needed to achieve a specified

level of precision. A common form is (Eckblad 1991):

n� t2s2�(X
_

k)2, where

n�number of quadrats needed,

t�value of Student’s t,

s2�variance of the sample,

X
_
�sample mean, and

k�desired accuracy.

For example, if the investigator desires that the mean be estimated

within 10% of the true value, then accuracy is set to 0.1. If prestudy
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are sampled), and that there is a tendency for detectability to decrease

with increasing distance from the line. This “detection function”, or

g(y), is the probability of detecting an object, given that it is a dis-

tance y from the random line or point. It is written as

g (y)�Pr (detection|distance y).

where y is the perpendicular distance from the line, or the radial

distance from the point. Graphically, distance functions can vary,

but can often appear as half of a bell-shaped curve, illustrating a

high probability of detection close to the line, with decreasing

probabilities of detection as one moves away from the line.

As with all methods, there are critical assumptions and

details of technique that must be followed. Despite these caveats,

distance sampling offers a reliable method for answering a difficult

question: how many are there?



sampling of 15 samples produces a sample mean of 9.5 and a sample

variance of 14.2 and if the investigator specifies a level of accuracy of

0.1 (i.e., the investigator desires an estimate of the mean that is within

10% of the true value), then:

n� t2s2�(X
_

k)2�2.1452(14.2)�[(0.1) (9.5)]2�72.

Note that the value of t (2.145) assumes p�0.05 with 14 degrees of

freedom.

Despite the widespread recognition and ease of application of

these quantitative approaches, most investigators rely on custom to de-

termine quadrat shape and size. A primary advantage of this reliance on

convention is a high level of comparability between studies. A primary

disadvantage is that estimates within a study may be inaccurate.

Data management

Absolute abundance of species may be less important than relative

species composition. Relative abundance may be calculated for each

measure of abundance, and is commonly calculated for density, fre-

quency, and cover:

RAi�AAi�� AAi, where

RAi�relative abundance of species i,

AAi�absolute abundance of species i, and

� AAi�total absolute abundance of all species.

Species abundance data commonly possess several characteristics that

may impede subsequent analyses. For example, variances usually in-

crease concomitantly with means, which violates the assumption of

homogeneous variances required to conduct analysis of variance

(ANOVA). Also, the presence of one or a few uncommon species in a data

set may significantly influence the results of multivariate analyses.

Finally, the results of univariate and multivariate analyses are sensitive

to the presence of influential observations (i.e., “outliers”).

ANOVA need not be employed to describe community structure –

hence, homogeneous variances are not necessarily problematic. How-

ever, ANOVA is useful for comparing abundance and diversity of species

between sites. Such comparisons are ill-advised with data that violate

assumptions of ANOVA. One potential solution to this problem is the

use of transformations to produce data which meet the assumptions of

ANOVA. Any of several transformations may be appropriate, depending

on the nature of the data (e.g., Bartlett 1947; Ramsey and Schafer 1997).
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Log transformations have been proposed to homogenize variances,

particularly with data represented as proportions:

ytransformed� log (yoriginal).

Because most ecological data sets contain several values of 0, a more

commonly used form is:

ytransformed� log (yoriginal�1).

The log-odds transformation is becoming increasingly common because

transformed values can be interpreted directly as probabilities (Menard

1995):

ytransformed� log [yoriginal�(yoriginal�1)].

Log transformations have been incorporated into some protocols for

data collection (e.g., van der Maarel 1979).

Removal of uncommon species is often recommended before pro-

ceeding with analyses. Specifically, species that occur with �5% fre-

quency in the entire data set are often removed (Gauch 1982). Effects of

such species removals have not been studied, which suggests the adop-

tion of a conservative stance: analyses should be conducted with and

without inclusion of uncommon species. Simply removing these species

prior to analyses may obscure relevant patterns in the data. Similarly,

the elimination of influential observations is recommended only when

there are ecologically meaningful rationales for discarding them.

Quantifying diversity

Relatively few descriptors can be used to compare communities that

have dissimilar species composition. One such descriptor is diversity.

Within-community diversity (i.e., alpha diversity, or �) can be expressed

in several different ways; a few of these are discussed in the following

sections.

Richness

Richness (number of species, expressed as s) is the most simple and

straightforward measure of diversity. However, there are conceptual and

theoretical disadvantages associated with the use of s as a single indica-

tor of diversity (Figure 3.5).

One potential problem associated with richness is that the value of

s calculated for a particular community is dependent on the area sampled.
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Therefore, comparisons between communities require the same sampling

area. Transformations have been proposed to minimize this problem and

therefore facilitate comparisons between communities:

d�s�[log (area sampled)] (Odum et al. 1960), or

d�� (s�1)�[log (area sampled)] (Margalef 1951, cited in Peet 1974),

where

d and d� represent the rate at which species are added with

increasing area.

These formulae assume sampling based on area (i.e., quadrats). If data

are collected on the basis of individuals instead of area, equivalent

formulae are:

d�s�[log (N)], or

d�� (s�1)�[log (N)], where

N�sample size.
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Figure 3.5 A tremendous diversity of life, which can be described with

measures of species richness and evenness, exists in tropical regions, such

as this forest in Belize. Photo by Stephen DeStefano.



These forms are commonly used when conducting point samples of bird

populations. Use of the denominators in these formulae assumes that

there are logarithmic relationships between s and area sampled or N.

This assumption may be inaccurate in some communities.

A second disadvantage of richness is its vulnerability to high sam-

pling variability. This is particularly problematic with species that are

not randomly distributed (e.g., rare species).

s can be affected by the relative distribution of species in the com-

munity, as illustrated by the following example. The expected value of s

from a particular sample (Hurlbert 1971) is:

N�total number of individuals in the community,

s�actual number of species,

Ni�number of individuals of the ith species, and

n�sample size.

Given a population of N�990 individuals, s�3, perfectly even distribu-

tion of species (i.e., N1�N2�N3�330), and a sample size of n�5:

�3 [1� (660�659�658�657�656�
990�989�988�987�986)]

�2.6.

Sampling this community of 990 individuals at the specified sampling

intensity indicates a richness of 2.6 different species. Given a second

community of N�990 individuals and s�10, an uneven distribution of

species (in this case, N1�900 and N2�N3�N4� . . .�N10�10), and a sample

size of n�5. This community is the same size as the previous one and the

sampling intensity is identical. However, because of the uneven distribu-

tion of species in this community, the expected value of s is 1.4 different

species. Thus, sampling the two communities indicates that the first

community is more diverse than the second (E(s)I�2.6, E(s)II�1.4); yet, the

actual richness of the second community is over three times that of the

first community (sI�3, sII�10). In other words, sampling (which is nec-

essary, because lack of time and money preclude censusing) may fail to

produce an accurate representation of the number of species, and this

limitation is particularly significant at low sampling intensities.

� 3 1 �
660!

655! 5!

990!

985! 5!

E(s) � 3 1 �
990 � 330

5 5
990

E(s) � 1 �
N � Ni N

n n
, where
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Finally, a simple example illustrates the most significant conceptual

disadvantage associated with s. Consider two communities, each with five

species (thus, s�5 for each community). Community I has ten individuals

of each species, and community II has 42 individuals of one species and two

individuals of each of the other four species. Most people would consider

community I to be more diverse than community II, although this is not re-

flected in s (sI�sII�5). Thus, community I has a more equitable distribution

of species: it has a higher evenness (equitability, heterogeneity).

These disadvantages illustrate that richness often does not ade-

quately reflect diversity. As a result, several other indices of within-

community diversity have been derived to capture and reflect differences

in evenness. The two most common indices, Simpson’s index (Simpson

1949) and the Shannon–Weaver index (Shannon and Weaver 1949), make

the following assumptions: (1) all species in the community are repre-

sented in the sample (i.e., sampling intensity is adequate to “capture” all

species in the community); (2) there is a population of size N from which

we can draw an infinite number of samples without replacement

(i.e., the population is infinitely large); and (3) these samples represent

random samples of the population. These assumptions can be met rea-

sonably well with appropriate attention to sampling methods.

Pielou (1966, 1975) criticized Simpson’s index and the

Shannon–Weaver index on theoretical grounds. Specifically, she concluded

that the assumptions underlying these models could not be met with field

data: all species in the community are virtually never represented in the

sample, and, because plants are not distributed at random, quadrats do not

represent random samples. Thus, the quadrat is not a sample taken from a

population, but rather is a “community” in and of itself. These criticisms

led Pielou and other ecologists to develop additional indices of diversity or

evenness (Pielou 1966; McIntosh 1967, Hill 1973; Pielou 1975, 1977; Alatalo

1981; Molinari 1989; Nee et al. 1992; Camargo 1993; Bulla 1994; Hill 1997).

Despite the valid criticisms of Simpson’s index and the

Shannon–Weaver index and the derivation of numerous other indices,

the former indices remain the most frequently used. Their widespread use,

and the associated decline in derivation of new indices after the late 1970s,

results from at least three factors: (1) all indices have disadvantages –

Magurran (1988) provides an excellent summary of indices which illus-

trates this; (2) diversity and evenness are descriptors of community

structure, but they do not necessarily provide information about the

management or function of communities; and (3) these simple, early in-

dices are adequate for the description and comparison of communities.

Thus, familiarity and pragmatism are important factors in the selection

66 Community structure



and use of diversity indices. In short, the pursuit of diversity indices

appears to be an intellectually bankrupt enterprise. Although the devel-

opment of new indices continues among some ecologists, these indices

are not being adopted and applied by field biologists.

Simpson’s index

Simpson’s (1949) index can be easily explained with a little reliance on

probability theory. Suppose that it is possible to randomly select two in-

dividuals from a community of N individuals, s species, and Ni individu-

als in the ith species. Simpson’s index is based on the probability that

the first individual is the same species as the second individual. If the

probability is high, then the community is not diverse. In particular, one

formula for a random sample with replacement is:

c� [� Ni (Ni�1)]�[N (N�1)], where

N�total number of individuals in the sample, and

Ni�number of individuals in the ith species.

The parameter c represents the probability that two randomly selected

individuals are the same species, and it is a statistically unbiased esti-

mate. The analogous formula for sampling without replacement (i.e., in-

dividuals are harvested at the time of sampling, and are not placed back

into the community) is:

č �� (Ni�N)2.

In this formula, Ni�N represents a relative value of abundance which is

commonly expressed as ̂�i (i.e., č ���̂i
2). The parameter č is the most com-

mon expression of Simpson’s index, despite the fact that it is a statisti-

cally biased estimate.

Increased diversity in a sample is associated with a decreased proba-

bility that two randomly selected individuals will be the same species.

Thus, to ensure that Simpson’s index increases with increased diversity,

1�c or 1�č  are often used to express diversity. The latter form has an

intuitive interpretation: it is the number of equally abundant species nec-

essary to produce the same diversity as that observed in the sample. For

example, consider the two simple communities discussed previously:

Community I has 50 individuals, evenly distributed among five

species;

cI�5 [10 (9)]�[50 (49)]�0.18;

č I�5 [(10�50)2]�0.2;

1�č I�1�0.2�5.0.
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The probability that two individuals selected at random from this com-

munity will be the same species is 0.18. In addition, the number of

equally abundant species necessary to produce the same diversity as that

observed in the sample is 5.0 (which is expected, given that the community

is comprised of five equally abundant species).

Community II has 50 individuals, with 42 individuals of one

species and two individuals of the remaining four species.

cII� [42 (41)]�[50 (49)]�4 [2 (1)�50 (49)]�0.706

č II� (42�50)2�4 [(2�50)2]�0.712

1�č II�1�0.712�1.4.

The probability that two individuals selected at random from this com-

munity will be the same species is 0.706. The number of equally abun-

dant species necessary to produce the same diversity as that observed in

the sample is 1.4. In other words, community II is considerably less

diverse than community I, even though they have an identical number

of species (hence, identical values of s).

Simpson’s index is more sensitive to the abundance of dominant

species than rare species, and it has, therefore, been termed a “dominance”

index. For example, one species (Ni�42) in community II contributes

0.7056 to the total value of cII, whereas the combined contribution of the

other four species (Ni�2) is only 0.0064: the most abundant species con-

tributes over 99% to the total value of cII. As a result, Simpson’s index is

relatively insensitive to sampling variability if the sample is adequate to

represent dominant species.

Shannon–Weaver index

The Shannon–Weaver index (Shannon and Weaver 1949) is synonymous

with Shannon’s index and the Shannon–Wiener index. Like Simpson’s

index, the Shannon–Weaver index is based on probability theory. The

most common form of the Shannon–Weaver index is:

H���� �̂i (ln �̂i), where

�̂i�Ni�N.

This form of the Shannon–Weaver index relies on proportions of

species, as reflected in the use of �̂i. It is derived from the formula

that expresses the probability of selecting all Ni individuals of all s

species, P:
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P�� (Ni�N)Ni, which can be expressed as

P� (N1�N)N1� (N2�N)N2� . . .� (Ns�N)Ns, where

Ni�number of individuals in the ith species, and

N�total number of individuals in the sample.

H� is the most common form of the Shannon–Weaver index. The quantity

eH� is analogous to 1�č , a form of Simpson’s index; it is the number of

equally abundant species necessary to produce the same diversity as that

observed in the sample. For example, consider the two simple communi-

ties discussed previously:

Community I has 50 individuals, evenly distributed among five

species;

H�I��5 [(10�50) ln (10�50)]�1.6094,

eH�
I�e1.6094�5.0.

The number of equally abundant species necessary to produce the same

diversity as that observed in the sample is 5.0. This is to be expected,

given that the community is comprised of five equally abundant species.

Community II has 50 individuals, with 42 individuals of one

species and two individuals of the remaining four species.

H�II��{(42�50) ln (42�50)�4 [(2�50) ln (2�50)]}�0.6615;

eH�
II�e0.6615�1.94.

The number of equally abundant species necessary to produce the same

diversity as that observed in the sample is 1.9. In other words, commu-

nity II is considerably less diverse than community I, even though they

have an identical number of species (hence, identical values of s).

The Shannon–Weaver index increases logarithmically with in-

creases in s. In theory, it is relatively sensitive to the abundance of rare

species (Peet 1974). In practice, the Shannon–Weaver index is usually

very highly correlated with Simpson’s index, and frequently only one of

the two indices is reported in research papers.

Models of community structure

Although plants comprise over 99% of the biomass of the Earth, there are

no general predictive models of community structure or models for pre-

dicting the response of communities to changes in environment or land

use (Prentice and van der Maarel 1987; Keddy and MacLellan 1990). The

many models developed thus far have failed to generate a theoretical
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basis for community ecology, and they have been applied infrequently to

the management of plant communities. Models of pattern predominate,

and these models may be especially well adapted to management appli-

cations for both plants and animals.

Models of community organization

The number of species (i.e., richness) and the relative abundance of each

species (i.e., evenness) are integral properties of communities. In addition,

they are among the few attributes that can be used to compare disparate

communities. These properties form the basis for the consideration of

diversity relationships at a more general level than individual commu-

nities. Specifically, they lead to the idea that dominance/diversity rela-

tionships can be explained with a model of community organization.

Several such models have been developed.

The niche pre-emption model (synonymous with geometric model:

Motomura 1947; Whittaker 1972) assumes that the proportion of total

available resources used by a species is reflected in the abundance of the

species. The most abundant species captures some proportion of the re-

sources, and the second-most abundant species uses a similar proportion

of the remaining resources, and so on, for all species in the community.

This model predicts a logarithmic relationship between species rank

(i.e., most to least abundant) and species abundance, and is mathemati-

cally represented as a geometric series. It appears to describe domi-

nance/diversity relations reasonably well in conifer forests with low

richness or species-poor strata within communities (Whittaker 1965;

Whittaker and Niering 1975), in agricultural fields within a few years af-

ter abandonment (Golley 1965; Bazzaz 1975), and in particularly arid or

cold environments (Whittaker and Niering 1975; West and Reese 1991).

In these situations, dominance tends to be strongly developed and

species may interact directly and negatively.

The niche pre-emption model has been interpreted on the basis of en-

vironmental “harshness” (Whittaker 1965). Specifically, the presence of rel-

atively few species implies the existence of many factors that act to limit

productivity and diversity. As a result, species are forced to compete for

scarce resources, and this competition underlies community structure.

In contrast to the niche pre-emption model, the general log-normal

model (Preston 1948) implies that negative interactions have minimal im-

pact on community structure. The log-normal model describes communi-

ties that are typified by many species of intermediate abundance; few

species are either rare or very common. In this situation, the relative
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abundances of species are assumed to be approximately normally

distributed, and are therefore said to be governed by relatively independ-

ent factors (Whittaker 1965). According to May (1975), “the lognormal dis-

tribution is associated with [results] of random variables, and factors that

influence large and heterogeneous assemblies of species indeed tend to do

so in this fashion . . . If the environment is randomly fluctuating, or alter-

natively as soon as several factors become significant . . . we expect the

statistical Law of Large Numbers to take over and produce the ubiquitous

lognormal distribution.” Colinvaux (1986:676) takes the interpretation a

step further, stating that the “prevalence of log-normal distributions

shows that the relative distribution of animals and plants very often is de-

termined by random processes.” Negative interactions (i.e., competition)

appear to be less important in the log-normal model than in the niche pre-

emption model. Nonetheless, the conclusion that random processes cause

communities to be structured in a certain way exemplifies the inappro-

priate – but common – inference of cause-and-effect based on a pattern.

The broken-stick model (MacArthur 1957) indicates that niches of

species are limited by competition at randomly located boundaries.

Competition is explicitly incorporated into this model, which was devel-

oped to interpret patterns of territorial birds. The broken-stick model

seems to be most applicable to communities that are comprised of rela-

tively few species that are taxonomically similar (May 1975; Colinvaux

1986). The broken-stick model is usually viewed as being “extreme” with

respect to the control of community structure by competition, and the

assumption that competition controls community structure is unwar-

ranted in the absence of conclusive supporting evidence. The broken-

stick model is usually expressed mathematically:

Pr� (N�s) � [1�(s� i�1)], where

s�number of species,

N�number of individuals,

i�species sequence from least to most important, and

Pr�abundance of species n.

For example, given N�100 individuals of s�3 species, the abundance

of the first three species is 11.1, 27.8, and 61.1: species 1� (100�3)

[1�(3�1�1)�11.1; species 2� (100�3)[1�(3�1�1)�1�(3�2�1)]�27.8;

and species 3� (100�3)[1�(3�1�1)�1�(3�2�1)�1�(3�3�1)]�61.1.

(Note that �Pr�100�N.)

Several other models of community organization have been devel-

oped within the last two decades. In addition, statistical approaches have

been used to compare the validity of models on some sites (Wilson 1991;
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Watkins and Wilson 1994; Wilson et al. 1996). These comparisons have

failed to produce a consensus regarding an optimal approach (Wilson 1993;

Watkins and Wilson 1994; Wilson et al. 1996). The slowed pursuit of an

optimal model of community organization probably reflects the fact that:

(1) all models are appropriate for some domains, but none have universal

application; (2) these models describe community structure, but they do

not provide information about the function or effective management of

communities; and (3) existing models are adequate for the description and

comparison of communities. Recently developed models have not been

adopted and applied by field biologists, which suggests that future models

will be met with indifference by potential model users.

Ordination

Ordination encompasses a family of multivariate techniques which are

used to summarize complex data and relate species and community pat-

terns to environmental variables. Multivariate analyses are fundamental to

the objective description of communities. Because many species respond si-

multaneously to environmental factors, adequate description of commu-

nity structure relies on multivariate approaches. In contrast, approaches

that focus on the response of a single variable (e.g., biomass, richness, abun-

dance of a specific species) – or several such variables – are necessary but in-

sufficient for the effective management of most communities.

DIRECT GR ADIENT ANALYSIS

Direct gradient analysis (DGA) is used to display the distribution of or-

ganisms along gradients of important environmental factors. DGA was

devised by Ramensky (1930) and Gause (1930), but was not widely used by

ecologists until the 1950s, when it was promoted by Whittaker as an

effective tool to describe community structure (e.g., Whittaker 1956,

1960, 1962; Whittaker and Niering 1965; Whittaker 1967).

In DGA, data are plotted directly against environmental axes (hence,

direct gradient analysis). With respect to environmental influences on

plants, these axes may be direct (e.g., temperature), indirect (e.g., eleva-

tion), or synthetic (e.g., drainage class). Similar axes could be applied to

animal assemblages. Species, communities, and community-level attrib-

utes may be plotted along one to several dimensions. Thus, attributes are

plotted along environmental axes, and the investigator selects the at-

tributes to be displayed (dependent variables) and the environmental

axes (independent variables) (Figure 3.6).

Some form of data smoothing is usually employed before the pres-

entation of DGA results. The resulting curve is less “noisy” than the
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original data. A common approach is to weight the current datum twice

as heavily as the previous and next observations:

datumsmoothed� [previous datum�2(current datum) 

�next datum]�4.

The large body of DGA-based research conducted by Whittaker en-

abled him to draw the following conclusions about species distributions

(Whittaker 1965, 1972, 1975):

1. The general form for the distribution of a species population
along an environmental gradient is the bell-shaped curve. The
center (mode) of a species population along such a gradient is
not at its physiological optimum (i.e., fundamental niche) but
is a center of maximum population success in competition
with other species populations (i.e., realized niche). In most
cases, the centers of species populations are scattered along
the gradient in an apparently random manner.

2. Species do not form well-defined groups of associates with
similar distributions, but rather are distributed according
to the principle of species individuality. Each species is dis-
tributed in its own manner, according to its own genetic,
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Figure 3.6 Environmental gradients can be subtle, such as changes in soil

nutrients, or relatively dramatic, such as this change in elevation from

the Great Basin Desert to mountaintops in southeastern Oregon. Photo by

Stephen DeStefano.



physiological, and population response to environmental
factors that affect it, including the effects of other species.

3. Along an environmental gradient, species populations
form a population continuum or compositional gradient.
This suggests that, in the absence of environmental
discontinuities or disturbances, communities intergrade
or are discontinuous with one another.

These conclusions led Whittaker to reject the “community-unit”

(Clementsian) hypothesis of community organization.

Whittaker’s conclusions were strongly influenced by his assumption

that species distributions are typified by bell-shaped curves. Whittaker

routinely smoothed the curves of species distributions by hand, which

facilitated widespread acceptance of this assumption among Whittaker’s

contemporaries. The assumption that most species distributions are bell

shaped was challenged shortly before Whittaker’s death in 1980 (Austin

1976). It is now generally accepted that bell-shaped curves of species dis-

tributions are less common than other curve shapes (Werger et al. 1983;

Austin and Gaywood 1994).

DGA is firmly grounded in classical plant ecology (cf. Jack Major’s

(1951) functional factorial approach: vegetation is dependent on topogra-

phy, organisms, time, soil, and climate). It is useful for summarizing and

presenting data, particularly when important environmental variables

are readily appreciated and measured and when objectives include direct,

integrated use of environmental data. DGA is also valuable for the genera-

tion of hypotheses. However, the use of data smoothing may be mislead-

ing, especially when done by hand. In addition, DGA is highly subjective

and it is inherently circular: a relationship between species distributions

and the environment is observed and quantified, which leads inevitably

to the conclusion that there is a relationship between the community

structure and the measured environmental variables. Furthermore, the

DGA-based conclusion of a vegetation continuum results directly from

the arbitrary, subjective sampling employed in this approach.

INDIRECT ORDINATION

Indirect ordination (hereafter, ordination) was developed to overcome

the subjectivity and bias associated with DGA. It is particularly useful if

relationships between environmental variables and community struc-

ture are not obvious.

In ordination, axes that represent the major directions of environ-

mental and community variation are sought from computations on the

data; that is, data are summarized and patterns are sought using only
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species-abundance data (or sometimes species-occurrence data). Environ-

mental interpretation is usually a subsequent and independent step in

the analysis. Specific objectives of ordination are: (1) to summarize com-

munity data by producing a low-dimension ordination diagram (typically

1–4 dimensions) in which similar species and samples are close together

and dissimilar entities are far apart; and (2) to relate species and commu-

nity patterns to environmental variables. These two objectives reflect the

two common philosophies about ordination: (1) it is a technique for ma-

trix approximation, and (2) there is an underlying (latent) structure in the

data that is dictated by the environment. Adoption of the former philos-

ophy implies that multispecies assemblages are too complex to compre-

hend, and ordination is a tool for approximating nature’s complexity.

Adherence to the latter philosophy assumes that occurrences and abun-

dances of all species are determined by a few unknown environmental

variables according to a simple response model. In either case, ordination

is used to display patterns of community structure and it can be used to

generate hypotheses about the factors underlying that structure.

Several specific algorithms have been developed to conduct ordi-

nation. Interpretation of the results is broadly similar between these

techniques. Therefore, this section will focus on the interpretation of

ordination results and assumptions shared by a majority of the com-

monly used techniques. A geometric explanation is provided for a widely

used ordination algorithm – principal components analysis (PCA). Ordi-

nation techniques employ eigenanalysis (a matrix algebra technique) in-

stead of a geometric approach; however, an explanation of ordination

based on geometry is more intuitive and approachable than one based

on eigenanalysis, and the resulting level of understanding is sufficient

for most ecological applications. More formal mathematical treatments

of PCA and other algorithms, including discussions of eigenanalysis, are

provided by several authors (e.g., Pielou 1977; Orlóci 1978; Gauch 1982;

Manly 1986; Jongman et al. 1987).

Interpretation of ordination results is relatively straightforward. Val-

ues derived for species (i.e., species scores) and/or quadrats (i.e., quadrat

scores, sometimes termed sample scores or stand scores) are typically plot-

ted in two or three dimensions. Similar species and similar quadrats occur

near each other, whereas dissimilar entities are far apart. The quadrat score

is a simple, single-number representation of all the vegetation in a quadrat.

Distribution of species scores and quadrat scores consequently serves

as the basis for interpreting environmental effects. Specifically, axes (i.e., di-

mensions) are interpreted as the factors underlying community structure.

Knowledge of species’ natural histories greatly enhances the interpretation



of these axes. Ideally, few axes account for much of the variability in the

data and these axes can be explained on the basis of ecological knowledge.

However, there is no guarantee that few axes will shed appreciable light on

community structure, because ordination is a mathematical exercise – it is

not designed to evaluate ecological information beyond the bounds of a

simple computational algorithm. Obviously, ordination results do reflect

relationships between species and sites most of the time, as evidenced by

the considerable application of ordination algorithms.

Ordination algorithms require axes to be mathematically uncorre-

lated with one another (i.e., orthogonal to each other), which minimizes

the probability that they will be highly correlated from an ecological

viewpoint. For example, if the first axis is interpreted as a gradient of

litter depth, it is unlikely that the second axis will be interpreted as a

gradient of organic carbon content, because litter depth and organic

carbon content tend to be highly correlated.

In addition to the interpretation of axes based strictly on knowledge

of species natural histories, a more formal numerical approach may be

used. Specifically, correlation coefficients may be calculated between

quadrat scores on a particular axis and the corresponding environmental

variables. The strength of these associations may indicate the environmen-

tal variables underlying community structure. For example, a Pearson

product-moment correlation coefficient of 0.9 between organic carbon

content and quadrat scores on the first axis indicates that organic

carbon is highly correlated with vegetation on the first axis, and suggests

that organic carbon makes an important contribution to community

structure. A subsequent field experiment may be used to test for a causal

relationship between organic carbon content and community structure.

Environmental data can be included in the ordination, rather

than treating environmental interpretation as a second step in the

analysis. In this approach, values for environmental parameters are

treated like values of species abundance, and the resulting “quadrat”

scores associated with environmental variables are interpreted as if they

are influencing community structure (Gauch and Stone 1979). However,

because all variables included in an ordination influence the results, in-

clusion of environmental variables may reveal variability in the environ-

ment, thereby masking variation in community structure. Therefore, we

suggest conducting an ordination based on species abundances, and

then using correlation analysis to determine the strength of association

between ordination axes and environmental variables.

Many ordination algorithms initially used in ecology assume

that species are distributezd linearly along environmental gradients.

Departures from linearity can produce a misleading view of the original
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data, and may interfere with appropriate interpretation. In particular,

these departures from linearity are expressed by an “arch” in a two-

dimensional ordination diagram with scale contraction at the ends of

the gradient. In some cases, the “arch” effect and scale contraction are

accompanied by involution, which incorrectly indicates similarity in

dissimilar extremes along an environmental gradient (Figure 3.7).

The “arch” effect and associated problems are evident in analyses of

simulated data sets, in which gradients are well-known and understood.

They also appear to be present in many ordination diagrams derived from

field data. Gradients that influence community structure in the field are

usually unknown, or ordination would not be necessary. Therefore, it is

difficult to differentiate between patterns in field data and artefacts that

result from nonlinear data. Nonetheless, some ordination algorithms are

more robust than others to nonlinear relationships between species

abundances and environmental factors (i.e., they are not greatly affected

by nonlinear relationships). For example, the “arch” effect produced by

reciprocal averaging (RA; synonymous with correspondence analysis, CA)

is less pronounced than the “arch” produced by PCA.

The widespread availability of inexpensive computers contributed

to the development of several ordination techniques after 1970. Each

new algorithm has been heralded as the best tool for quantifying

community structure. Recently developed ordination algorithms as-

sume that species have unimodal – rather than linear – response curves

along environmental gradients. This idea echoes Whittaker’s belief that

“species are generally distributed with unimodal, often approximately

Gaussian, distributions of abundance along underlying environmental

gradients” (Peet et al. 1988:924). Although bell-shaped curves of species

distributions are actually rare (Werger et al. 1983; Austin et al. 1994), they

may be more common than the linear distributions assumed by PCA and

RA. In addition, algorithms may be relatively insensitive to deviations

from normality. Thus, recently developed ordination algorithms often

produce ordination diagrams that are reasonably interpretable.

Detrended correspondence analysis (DCA) provides a means of

eliminating the “arch” effect and the associated scale contraction (Hill

and Gauch 1980) and is, therefore, a widely used ordination algorithm.

However, the means by which DCA eliminates the “arch” effect and scale

contraction is highly artificial (Pielou 1984; Minchin 1987), a factor

which led Hill and Gauch (1980) to suggest that axes should be uncorre-

lated with the square and cube (and so on) of previously derived axes.

Such “detrending-by-polynomials” was subsequently formalized by ter

Braak and Prentice (1988) and incorporated within the computer pro-

gram CANOCO (ter Braak 1988).
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Figure 3.7 Representation of a simulated coenocline by three ordination

techniques: centered principal components analysis (PCA), detrended

correspondence analysis (DCA), and reciprocal averaging (RA). Upper

panel shows two-dimensional solutions, with the first ordination axes on

the horizontal axis scaled to the same width to facilitate comparison;

second ordination axes are shown on the vertical axis and are scaled in

proportion to their corresponding first axes. Axis polarity is arbitrary, but

RA and PCA are presented with opposite polarities for clarity. Note that

DCA ordination shows the least distortion of the original coenocline, RA

distorts it into an arch, and PCA arches and involutes the original one-

dimensional configuration. Lower panel shows that the first axis of PCA

recovers the coenocline poorly, whereas the first axis of DCA is nearly a

perfect match to the coenocline. The first axis of RA (not shown) has the

correct sample sequence but is compressed at the axis end. Reproduced

with permission from Gauch (1982, Figure 3.15).
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Numerous comparisons of popular algorithms have failed to pro-

duce a consensus regarding an optimal approach (e.g., Pielou 1984;

Minchin 1987; Wartenberg et al. 1987; Peet et al. 1988; Jackson and Somers

1991; van Groenewoud 1992; Palmer 1993; Økland 1996). In fact, PCA,

which was developed by Pearson in 1901, remains very popular among

ecologists. Widespread use of PCA is analogous to that of Simpson’s index

and the Shannon–Weaver index, and may result from similar factors: (1)

numerous comparative studies illustrate that all algorithms have disad-

vantages; (2) ordination provides a quantitative, objective description of

community structure, but it does not provide information about the func-

tion or effective management of communities; and (3) PCA provides a suit-

able basis for the description and comparison of communities (Box 3.3).

PRINCIPAL COMPONENTS ANALYSIS

PCA was described by Pearson in 1901, but was largely ignored for three

decades (Hotelling 1933). In the 1930s, some psychologists were seeking

a single measure of intelligence, and reducing information to one axis,

or even a few axes, had considerable appeal. It was widely recognized

that some scores from standardized examinations were highly corre-

lated (e.g., math and science), and PCA was proposed as a technique for

evaluating intelligence. Similarly, ecologists recognize that responses

of many species to environmental gradients are highly correlated.

Thus, the distribution or abundance of one species may explain the

distribution or abundance of many other species, and a few underlying

factors (e.g., environmental gradients) may be used to predict commu-

nity structure.

Consider a simple, two-species community that is sampled with

three quadrats. Abundance of species X and Y is (3, 3), (4, 1), and (1, 5),

respectively, in quadrats 1, 2, and 3. Thus, summary statistics can be

calculated:

nX�nY�3 �X�8 mean of X�2.667 �X2�26

�XY�18 �Y�9 mean of Y�3 �Y2�35.

Associated sums of squares corrected for the mean are:

�x2�4.667 s2
x�2.333

�y2�8 s2
y�4.

Values for species abundance can be plotted in quadrat-dimensional

space (Figure 3.9). Note that the length of the vector between the origin

and X is 
A
��X2�26, and that the length of the vector between the ori-

gin and Y is 
B
��Y2�35. Thus, the sums of squares have a direct geo-

metric interpretation. Furthermore, the angle between these two vectors



80 Community structure

Box 3.3 Ordination as a management tool

By illustrating species composition in a simplified and straight-

forward manner, ordination may facilitate management in a va-

riety of ways. McPherson et al. (1991) attributed variation in

herbaceous species composition, as reflected by reciprocal aver-

aging ordination, to differences in site history and distance from

trees in a juniper savanna. Specifically, long-term livestock graz-

ing altered species composition, such that the first axis clearly

separated herbaceous vegetation on a previously grazed site

(Figure 3.8, bold type) from herbaceous vegetation on a relict site

(plain type). The second ordination axis reflects differences in

species composition attributable to distance from juniper plants:

quadrats beneath woody plants (1) are differentiated from those

at the canopy edge (2) or further from the juniper plant (3, 4, 5,

and I are 1, 2, 3, and �5 m from the canopy edge, respectively).

These short-statured (1–4 m tall) but dense-canopied woody

plants offer physical protection from livestock and produce dis-

tinctive microenvironments, both of which may contribute to dif-

ferences in herbaceous species composition. Further, there is no

discernible pattern in herbaceous vegetation beyond the canopy

edge, apparently because extensive juniper root systems extend

throughout both sites.

Consistent with a large body of literature from these and

other systems, long-term livestock grazing produced substantial

and persistent effects on herbaceous species composition. These

effects were evident at the scales of landscapes, communities, and

individual plants. In addition, juniper plants protected some herba-

ceous species from livestock grazing, and favored shade-tolerant

species capable of growing in a thick layer of litter. Finally, the in-

fluence of juniper plants on herbaceous vegetation extended at

least 5 m beyond the canopy.

The importance of these findings depends on management

goals. Livestock grazing and juniper plants affected the herbaceous

plant community in a relatively complex manner, as evinced by a

relatively simple ordination diagram. To the extent that these im-

pacts on species composition influence management goals, man-

agers may want to alter livestock grazing practices and manipulate

the density of juniper plants.
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is described by a simple relationship between the sums of squares and

cross-products of the two species:


A

B
 cos���XY.

Solving for �,

cos ���XY�[(�X2)(�Y2)]�18�(26)(35)�0.60, so that

��53.4°.

It is customary to work with corrected sums of squares (i.e., with data that

are adjusted to a mean of 0). This is termed “centering” and produces the

following adjusted values of abundance: (X�, Y�)� (0.333, 0), (1.333, �2), and

Figure 3.8 Reciprocal averaging quadrat ordination around Juniperus

pinchotii trees on a semi-arid savanna grazed by livestock (bold type) and

a nearby relict savanna site (normal type). Sampling location 1 is at the

midpoint between tree bole and canopy edge, and is therefore beneath

the canopy. Location 2 is at the canopy edge; and locations 3, 4, and 5

are 1, 2, and 3 m from the canopy edge, respectively. Location I is at least

5 m from the nearest tree. Reproduced with permission from McPherson

et al. (1991).



(�1.667, 2), respectively, in quadrats 1, 2, and 3. Summary statistics are:

nX��nY��3 �X��0 mean of X��0 �X�2�4.667

�X�Y���6 �Y��0 mean of Y��0 �Y�2�8.

Associated sums of squares corrected for the mean are:

�x�2�4.667 s2
x��2.333

�y�2�8 s2
y��4.

Plotting these data is analogous to moving the coordinate system so that

it is centered within the data (Figure 3.10). With the centered data, the

length of the vector between the origin and X� is 
A�
��X�2�4.667 and

the length of the vector between the origin and Y� is 
B�
��Y�2�8. The

angle between these two vectors is:


A�

B�
cos����X�Y�.

Solving for ��,

cos����6�(4.667)(8)��0.98, so that

���169°.

Thus, with data that have been centered, the cosine of the angle between

the two vectors is a correlation coefficient. For these data, species X and

species Y are nearly perfectly negatively correlated. Uncorrelated species
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Figure 3.9 Two species (X and Y) plotted in quadrat-dimensional space. The

abundance of species X is 3, 4, and 1 in quadrats 1, 2, and 3, respectively;

the abundance of species Y is 3, 1, and 5 in quadrats 1, 2, and 3,

respectively. The angle � between vectors A and B is 53.4
.



plot at right angles (cos 90°�0), and perfectly correlated species plot at

an angle of 0° (perfectly positively correlated, r�cos 0°�1) or 180° (per-

fectly negatively correlated, r�cos 180°��1). PCA with centered data is

conducted on a variance-covariance matrix, which assigns “weight” to

species on the basis of abundance. It should be noted that centering does

not change the relative positions of points: species X and Y are the same

distance apart as “species” X� and Y�.

In addition to adjusting to a mean of 0 (i.e., centering the data),

data may be standardized. This transformation merely calculates 

Z-scores by dividing centered data by standard deviations:

(X�, Y�)� (0.218, 0), (0.873, �1), and (�1.091, 1) respectively, in quadrats 1,

2, and 3. Summary statistics are:

nX��nY��3 �X��0 mean of X��0 �X�2�2

�X�Y���1.964 �Y��0 mean of Y��0 �Y�2�2.

Associated sums of squares corrected for the mean are:

�x�2�0 s2
x��1

�y�2�0 s2
y��1.

With standardized data, species are equidistant from the origin. In this

case, the 
A�
�
B�
�2. Therefore, standardization assigns all species

Describing communities 83

Figure 3.10 Centering the axes within species X and Y changes the

coordinate system, but does not change the spatial relationships between

species. The angle �� between the species is 169
, and the cosine of this

angle is the correlation between the species (r��0.98).
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equal “weight” in the ordination. PCA with centered and standardized

data is conducted on a correlation matrix, which assigns equal “weight”

to species, regardless of abundance. Unlike centering, standardization

changes the relative positions of points in the data.

Because data are standardized to unit variance, PCA on a correlation

matrix can accommodate data that are expressed in different units (i.e.,

are noncommensurate). Thus, environmental data can be included in

the data set when conducting PCA on the correlation matrix, but not

when conducting PCA on the variance–covariance matrix (i.e., on

unstandardized data).

Deciding whether to conduct PCA on the variance–covariance

matrix or on the correlation matrix has important consequences with

respect to subsequent interpretability. These consequences are not

always appreciated by ecologists or managers. For example, Rexstad et

al. (1988) used a nonsensical data set comprised of noncommensurate

data (e.g., meat prices, package weights of hamburger, book pages, ran-

dom digits) as the basis for conducting PCA on the correlation matrix

and on the variance–covariance matrix. PCA on the correlation matrix

produced the expected uninterpretable result, with no variable ac-

counting for more than 15% of the variability in the data. Two princi-

pal components explained over 99% of the total variance when the vari-

ance–covariance matrix was used; however, it would be inappropriate

to consider these results meaningful because of the noncommensurate

nature of the data (Taylor 1990). When units are commensurate and

ordination is used as an exploratory tool (e.g., to generate hypotheses),

it is appropriate to conduct PCA on both matrices and to interpret the

results accordingly.

After data are centered and possibly standardized (depending on

the nature of the data and preferences of the investigator), a “best-fit” line

is drawn through the data. This line is the first principal component. The

criterion for best fit is minimization of the sum of squares of perpendi-

cular distances from the line to the points (i.e., all (X�, Y�) or (X�, Y�)). Axes

are rotated so that the first axis (i.e., the first principal component) is hor-

izontal on the page: this is termed “rigid rotation.” Species are then plot-

ted in the new coordinate system (Figure 3.11). Subsequent lines of best fit

are projected through the data, subject to the constraint that all such

lines are uncorrelated with previous lines. These lines represent principal

components 2, 3, and so forth, up to a maximum of n�1 axes, where

n�the number of quadrats.

Rigid rotation does not change the relative positions of points,

nor does it alter the total variability (which is sometimes termed

“dispersion”) in the data. However, rigid rotation increases the proportion
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of variability associated with the first axis. This is an important character-

istic when analysis involves many species or quadrats, which often occurs

in natural communities.

The geometric interpretation of the PCA algorithm can be sum-

marized as follows. Species are plotted in quadrat-dimensional space.

Data are centered, and possibly standardized (depending on the nature

of the data and preferences of the investigator). A “best-fit” line is pro-

jected through the data. Subsequent “best-fit” lines are drawn through

the data, subject to the constraint of orthogonality between axes.

PCA axes concentrate variance of the point configuration into rel-

atively few axes, in contrast to the high dimensionality of the original

data. In effect, PCA summarizes complex data into a form that may be

comprehended, and therefore interpreted. However, the ecological inter-

pretation of PCA axes is necessarily a subjective exercise. Ideally, few axes

(components) can be interpreted in light of species’ natural histories and

also explain considerable variability in the data. The amount of variabil-

ity explained by the first few axes is less important than the ability to

interpret the axes with respect to the natural history of the species. For

example, the ability of the first few axes to explain variability may be as-

sociated with results that are ecologically meaningless or severely dis-

torted (as was the case with PCA on the variance–covariance matrix with

noncommensurate data: Rexstad et al. 1988; Taylor 1990). Conversely, the

first few axes may explain little of the total variance and yet be

ecologically informative.

Figure 3.11 Results of centered but not standardized principal

components analysis for species X and Y with abundances of (3, 3), (4, 1),

and (1, 5) in quadrats 1, 2, and 3, respectively.
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BACK TO THE FUTURE:  THE REBIRTH OF DIRECT GR ADIENT ANALYSIS

Canonical correspondence analysis (CCA) represents an extension of RA

(Jongman et al. 1987) which was “developed to relate community compo-

sition to known variation in the environment” (ter Braak 1986). CCA is

available in the CANOCO computer program (ter Braak 1988), and is

“becoming the most widely used gradient analysis technique in ecology”

(Palmer 1993:2215). CCA explicitly incorporates environmental data into

the ordination algorithm, and is therefore a form of DGA.

CCA and ordination are conceptually different, yet they appear to

be similar (Økland 1996). Both give rise to plots of species and/or samples

with respect to axes that are routinely called “ordination diagrams” or

simply “ordinations.” Furthermore, the two approaches are apparently

used interchangeably by many ecologists. Finally, most authors do not

justify their choice of algorithms, which further contributes to the

idea that CCA is equivalent to ordination. The recent development

and widespread use of CCA, coupled with accolades from mathematical

ecologists (e.g., ter Braak and Prentice 1988; Palmer 1993), give the

impression that CCA is superior to ordination.

As with most other activities, goals and objectives should motivate

the selection of a multivariate algorithm; the advantages and disadvantages

of various techniques should be appropriately appreciated and considered.

Økland (1996) demonstrated that CCA (which he included in the broad cat-

egory of “constrained ordination”) and ordination serve different purposes

in ecological analyses. Specifically, ordination is particularly useful for ap-

proximating community structure and generating hypotheses about un-

derlying environmental gradients. Explicit incorporation of environmental

variables in CCA may mask important gradients in species composition,

thereby inhibiting the generation of hypotheses (Økland 1996). However,

use of CCA is appropriate to describe how species respond to specific ob-

served environmental variables (McCune 1997), and CCA provides an esti-

mate of the statistical significance of ordination axes or environmental

variables, if data meet the assumptions of statistical tests (Økland 1996).

Classification

Classification is used to identify members of discrete classes. As such,

classification assumes that groups are present in the data, but that rela-

tionships between quadrats have not been elucidated. Several general

approaches can be used to classify vegetation. Cluster analysis represents

an objective and repeatable numerical approach that is employed

frequently enough to merit discussion in this chapter.
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Similar to ordination, cluster analysis uses species-abundance (or

species-occurrence) data to determine relationships between samples

(i.e., quadrats). It is typically used to display patterns of community

structure and it, therefore, serves as a basis for the generation of

hypotheses about factors underlying community structure. In addi-

tion, cluster analysis may be used to develop vegetation maps.

The specific objective of cluster analysis is to place similar samples

into groups. Criteria for similarity among samples and size of groups

have been proposed, debated, and reviewed (e.g., Milligan and Cooper

1985; Casado et al. 1997). The relative utility of various “stopping rules”

depends on the properties of the underlying data, and no rule has

emerged as superior in most cases. Therefore, the most widely used

method involves subjective selection of group size and number (the

“phenon line” of Sneath and Sokal 1973).

Several specific algorithms have been developed to conduct cluster

analysis. Interpretation of results is broadly similar among these tech-

niques. Therefore, this section will focus on the interpretation of results

derived from cluster analysis; the following section then describes sev-

eral of the common clustering algorithms. A geometric approach is used

throughout, analogous to the description of PCA in the previous section.

More formal mathematical treatments of cluster analysis and other

classification approaches are provided by several authors (e.g., Pielou

1977; Gauch 1982; Romesburg 1984; Manly 1986; Jongman et al. 1987).

Results of cluster analysis are usually displayed with dendrograms,

which provide a simple visual summary of clustering algorithms. Indi-

vidual samples are displayed along the horizontal axis, and distance be-

tween samples is displayed on the vertical axis. Thus, similar samples are

joined by short vertical lines and they usually occur near each other. Dis-

similar samples are joined by long vertical lines, and are usually far

apart and joined to other samples or groups first. Clustering algorithms

typically display relationships among samples, but not among species.

The distance between samples and the order in which they are

joined together provide the basis for classification. The distance between

groups or the number of groups is specified; this step is ultimately arbi-

trary and subjective. If distance is used as the criterion for classification,

then samples which join at a distance shorter than the one specified are

said to belong to the same group. If number of groups is used as the crite-

rion for classification, then a horizontal line is drawn directly above the

specified number of groups: samples that are joined together below this

line are said to belong to the same group. As with ordination, there is no

guarantee that these criteria will shed appreciable light on community
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structure or produce meaningful categories for classification, because

cluster analysis is a mathematical exercise: it is not designed to recognize

and integrate ecological information. Obviously, results of cluster analysis

do reflect relationships between samples most of the time, as evidenced by

the widespread use of clustering algorithms by ecologists (Box 3.4).

In addition to the use of cluster analysis as a basis for vegetation

classification, dendrograms can be used to generate hypotheses about

community structure. Several quantitative techniques may facilitate the

generation of these hypotheses. For example, descriptive statistics can be

calculated at each dichotomy of interest. Means and standard deviations

of the environmental variables and the frequency or abundance of vari-

ous species may suggest a link between a specific environmental factor

and the distribution or abundance of a species. In addition, discriminant

analysis (Lachenbruch 1975) may be conducted at each dichotomy to

identify quickly environmental variables that are particularly disparate

on either side of the dichotomy (discriminant analysis is a regression-like

Box 3.4 Cluster analysis as a management tool

Cluster analyses indicate the community-level similarity of communi-

ties with each other, and therefore facilitate management by

furthering communication and by assessing the uniqueness of

specific communities. Mehlert and McPherson (1996) used minimum-

variance clustering (Ward 1963) to describe the number and character

of communities within the broadly defined oak woodland vegetation

type of the southwestern United States. Oak woodlands had not been

studied in sufficient detail to allow the identification of communities

at a level of resolution suitable for management.

The southwestern oak woodland was classified into 15 distinct

communities (Figure 3.12). The dominant two communities com-

prised about 30% of all oak woodlands in the region. In contrast, two

communities were represented by only five of 374 quadrats (1.3%). If

management goals include conservation of communities, efforts

should focus on these relatively rare communities. However, research

directed at the response of these communities to ongoing resource

extraction, such as fuelwood harvest and livestock grazing, should fo-

cus on the widespread communities first. Given that the two domi-

nant communities are among the most dissimilar communities, re-

search results from these communities may be particularly revealing

and may be generally applicable to the remaining communities.
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technique used to identify variables that maximally discriminate

between two or more sets of data; Williams (1983) provides a review and

critique). Finally, significance tests (e.g., t-tests) can be used to determine

whether environmental variables are statistically different on each side

of a dichotomy. Results of these tests should be interpreted with consid-

erable caution, and they are appropriate only when the data meet spe-

cific assumptions. In fact, when cluster analysis is appropriately used as

an exploratory tool for the generation of hypotheses, there is no need to

conduct significance tests. After hypotheses are generated, experiments

may be used to test for causal relationships between environmental

variables and community structure.

Clustering algorithms

This section will consider a simple two-species community that has been

sampled with six quadrats. Abundance of species A and B is (15, 9), (12, 8),

(17, 13), (0, 7), (8, 0), and (3, 12), respectively, in quadrats 1 through to 6.

These data can be plotted in species-dimensional space (Figure 3.13).

226

205

167

113

259

374

115

11033

73

21

113754

13 14
12

10 

28 23 14 10 11 28 5

9
6

8
7

5

3

4

2

1

558 15 37253454

88

26

I II III IV VIV VII VIII IX X XI XII XIII XIV XV

Figure 3.12 Dendrogram of oak woodland communities in the

southwestern United States. Communities were defined with minimum-

variance clustering (Ward 1963) of 374 plots, using basal area of woody

plant taxa as a measure of abundance. Arabic numerals label dichotomies,

underlined arabic numerals are numbers of plots, and roman numerals

indicate communities. Groups represented by only one plot were regarded

as outliers and are therefore not shown. Communities are described in

Table 3.2. Reproduced with permission from Mehlert and McPherson (1996).
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Table 3.2 Communities within oak woodlands of the southwestern United States, defined

with minimum-variance clustering (Ward 1963)

Quercus

Basal area basal area 

Elevation (m) (m2/ha) (m2/ha)

Number Community name Mean Range Mean Range Mean Range

I Low elevation, 1670 1160–2100 6.5 0.5–19.3 3.6 0.0–18.9

low basal area

mixed oak

II Low basal area 1720 1460–1980 12.9 4.7–26.9 7.2 1.9–12.6

Quercus arizonica

III Q. emoryi 1620 1340–1890 13.5 5.8–27.9 11.6 2.1–24.1

IV Quercus spp. 1800 1400–2440 20.1 7.9–35.4 9.1 4.8–17.1

Juniperus deppeana

V Low basal area 1840 1710–2380 16.7 6.8–28.7 3.9 0.5–9.6

J. deppeana

VI Pinus ponderosa 1940 1770–2160 23.2 15.6–43.7 7.9 1.8–21.9

Q. gambelii

VII P. ponderosa 1880 1800–1980 25.6 18.8–39.2 9.1 0.1–18.4

Q. arizonica

VIII Very high basal 1900 1710–2130 41.4 30.8–49.8 13.5 5.3–20.5

area 

J. deppeana

IX J. deppeana 1870 1770–1980 37.6 30.1–51.7 15.8 9.8–23.0

Q. arizonica

X Medium basal 1810 1430–2260 29.2 12.8–53.8 24.5 12.8–42.2

area

Q. arizonica

XI Q. hypoleucoides 1870 1620–2010 43.7 25.8–80.4 40.2 22.0–80.4

XII Low basal area 1740 1280–2380 18.0 6.2–51.6 11.7 0.0–19.1

Quercus spp.

XIII High basal area 1740 1370–2100 35.5 24.9–47.0 26.8 20.0–36.6

Quercus spp.

XIV High elevation 2020 1740–2320 26.4 7.9–50.0 8.9 0.0–26.2

P. ponderosa

Quercus spp.

XV Very high basal 1790 1680–2010 65.2 47.2–80.8 53.7 44.2–66.5

area

Quercus spp.

Roman numerals refer to communities in Figure 3.12.

Source: Modified with permission from Mehlert and McPherson (1996).
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At this point, two distinct approaches can be used to form groups

from these data: agglomerative and divisive. Agglomerative algorithms

begin by treating each sample as a group, then forming a group from the

most similar pair of samples, and so on until all samples are contained

in one group. Divisive algorithms begin by treating the entire set of

samples as a group, then dividing this group into two groups, and so on

until each sample is its own group. Most clustering algorithms that are

widely used by ecologists are agglomerative. Exceptions include two-way

indicator species analysis (TWINSPAN) (Hill et al. 1975; Hill 1979) and a

closely related algorithm, constrained indicator species analysis

(COINSPAN) (Carleton et al. 1996).

Single-linkage clustering (Sneath and Sokal 1973), which is also

termed nearest-neighbor clustering, is the oldest and simplest cluster-

ing algorithm. Although single-linkage clustering is rarely used by con-

temporary ecologists, its simplicity serves as a convenient starting

point for a discussion of clustering algorithms. Single-linkage cluster-

ing employs Euclidean distance as the measure of similarity between

groups, and the distance is defined as the shortest distance involved in

a comparison of two groups. Euclidean distance is defined as:

d ( j, k)��� (Nij�Nik)2, where

d ( j, k)�distance between samples j and k,

N�abundance of a species in a specified sample,

i�specified species, and

s�total number of species.

Figure 3.13 Six quadrats plotted in species-dimensional space. Abundance

of species A and B is (15, 9), (12, 8), (17, 13), (0, 7), (8, 0), and (3, 12),

respectively, in quadrats 1 through to 6.
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From our example with six samples and two species, the Euclidean dis-

tance between samples 1 and 2 is:

d (1,2)��(15�12)2� (9�8)2��10�3.16.

Furthermore, all possible distances between points (i.e., samples) can be

calculated:

1 2 3 4 5 6

1 — 3.16 4.47 15.16 11.40 12.32

2 — 7.07 12.04 8.94 9.85

3 — 18.03 15.81 14.04

4 — 10.63 5.83

5 — 13.00

The smallest number in this matrix is 3.16, which indicates that samples 1

and 2 are nearer than any other pair of samples. Single-linkage clustering

(and most other agglomerative algorithms) therefore joins samples 1 and

2 into a group. Note that single-linkage clustering ignores the properties

of the groups: only individual samples are compared. All possible dis-

tances between entities are calculated, with distance defined as the short-

est distance involved in a comparison of two entities (e.g., the distance

between samples 1 and 3 is 4.47 and the distance between samples 2 and 3

is 7.07, so the distance is defined as the shorter of the distances, 4.47):

1, 2 3 4 5 6

1,2 — 4.47 12.04 8.94 9.85

3 — 18.03 15.81 14.04

4 — 10.63 5.83

5 — 13.00

The smallest number in this matrix is 4.47, which indicates that sample

3 joins the previously formed group. The subsequent matrix is:

1,2,3 4 5 6

1,2,3 — 12.04 8.94 9.85

4 — 10.63 5.83

5 — — 13.00

The smallest number in this matrix is 5.83, which indicates that samples

4 and 6 join to form a group. This leaves the following distances between

entities:

1,2,3 4,6 5

1,2,3 — 9.85 8.94

4,6 — 10.63
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The smallest number in this matrix is 8.94, which indicates that sample

5 joins the group comprised of quadrats 1, 2, and 3. Finally, the two re-

maining groups are joined at a distance of 9.85. The resulting dendro-

gram summarizes the algorithm (Figure 3.14).

Single-linkage clustering is rarely used to analyze ecological data.

This algorithm ignores group properties by calculating distances based

only on the distances between individual samples. In addition, single-

linkage clustering is said to be “space contracting:” as a group grows, it

becomes more similar to other groups. The space-contracting nature of

single-linkage clustering tends to cause samples to be added to preceding

groups one at a time (this is sometimes termed “chaining”), which ham-

pers interpretability of the resulting dendrogram.

Complete-linkage (farthest-neighbor) clustering (Sneath and Sokal

1973) is identical to single-linkage clustering except that the distance be-

tween entities is defined as the point of maximum distance between

samples in the groups being compared. For example, the distance between

group (1,2) and sample 3 is the maximum distance involved in the com-

parison (7.07) rather than the minimum distance used in single-linkage

clustering (4.47).

Complete-linkage clustering overcomes the “chaining” produced

by single-linking clustering. In fact, complete-linkage clustering is “space

dilating:” as a group grows, it becomes less similar to other groups. As

with single-linkage clustering, group properties are ignored because dis-

tances are calculated on the basis of distance between individual samples.

Average-linkage clustering and centroid clustering (Sokal and

Michener 1958) are similar to single-linkage and complete-linkage

Figure 3.14 Dendrogram for the data shown in Figure 3.13, based on

single-linkage clustering.
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Figure 3.15 Dendrogram with reversals. Reproduced with permission

from Gauch and Whittaker (1981).

clustering, except that average distances form the basis for joining

entities. Therefore, the properties of groups are used to assess similarity,

an approach which is viewed as advantageous relative to single-linkage

and complete-linkage clustering. However, these techniques are charac-

terized by peculiar behavior that creates difficulties with interpretation

and which, subsequently, has limited their widespread adoption. Specif-

ically, these algorithms have the potential to exhibit “reversals,” a situa-

tion in which entities are joined at a shorter distance than a previous

fusion (Figure 3.15). This implies that entities joined in the second fusion

are more similar than those joined in the first.

Single-linkage, complete-linkage, average-linkage, and centroid

clustering optimize the route along which structure is sought in the

data. These algorithms focus on the distance between entities, not on

the properties of the entities themselves. These algorithms are within

the general class of techniques called hierarchical methods. In contrast,



nonhierarchical methods optimize some property of the group being

formed (e.g., increase in sums of squares). Thus, group properties are the

explicit focus of nonhierarchical methods.

Minimum-variance clustering (syn. Ward’s method, Orlóci’s

method) (Ward 1963) is a nonhierarchical clustering algorithm that uses

the properties of groups to assess similarity. Thus, it incorporates infor-

mation about groups, not merely about individual samples. Like the

clustering algorithms previously described, minimum-variance cluster-

ing employs Euclidean distance as a distance measure. The concept un-

derlying minimum-variance clustering is that the distance between

members of a group and the group’s centroid (i.e., center) can be used as

an indicator of group heterogeneity. Specifically, the fusion rule used by

minimum-variance clustering is: join groups only if the increase in the

squared distances is less for that pair of groups than for any other pair.

Thus, minimum-variance clustering minimizes heterogeneity within

groups and therefore favors the formation of small clusters of approxi-

mately equal size.

This algorithm lends itself to a measure of classification efficiency;

the total sums of squares is expressed as the squared distance between all

quadrats and the centroid – in our example, the group centroid is given

by ((15�12�17�0�8�3)�6, (9�8�13�7�0�12)�6), or (9.167, 8.167).

At any point in the analysis, sums of squares can be calculated for each

group, and this measure represents within-group heterogeneity. The pro-

portion of total variability explained by a particular group is an indicator

of that cluster’s importance in the data set (i.e., SSgroup�SStotal).

TWINSPAN is a divisive clustering method that relies on an ordi-

nation algorithm, RA. A crude dichotomy is formed in the data, with the

RA centroid serving as the dividing line between two groups. This

dichotomy is refined by a process comparable to iterative character

weighting (Hogeweg 1976), a summary of which is provided by Jongman

et al. (1987:194–5). Dichotomies are then “ordered” so that similar

clusters are near each other. The TWINSPAN algorithm ensures that

dichotomies are determined by relatively large groups, so these di-

chotomies depend on general relations rather than on single observa-

tions, which may be atypical.

Unlike prior clustering algorithms, TWINSPAN also produces a

classification of species. This classification is based on the fidelity of

species to specific samples or clusters of samples. Thus, in addition to a

dendrogram, a structured table is produced (Table 3.3). However, a struc-

tured table produced from large data sets is rarely presented because

patterns in a large table are not readily discernible.
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Table 3.3 Structured table from TWINSPAN

1 1 1 1 1 1 1 1 1 1 2

1 7 8 9 5 6 7 0 1 2 3 4 8 9 2 3 4 5 6 0

3 Air pra . 2 . 3 . . . . . . . . . . . . . . . . 00000

12 Emp nig . . . 2 . . . . . . . . . . . . . . . . 00000

13 Hyp rad 2 2 . 5 . . . . . . . . . . . . . . . . 00000

28 Vic lat 2 . 1 . . . . 1 . . . . . . . . . . . . 00000

5 Ant odo . 4 . 4 4 3 2 4 . . . . . . . . . . . . 00001

18 Pla lan 3 2 3 . 5 5 5 3 . . . . . . . . . . . . 00010

1 Ach mil . 2 . . 2 2 2 4 1 3 . . . . . . . . . . . 000110

26 Tri pra . . . . 2 5 2 . . . . . . . . . . . . . 000110

6 Bel per . . 2 . 2 . . 2 . 3 2 2 . . . . . . . . 000111

7 Bro hor . . . . 2 . 2 4 . 4 . 3 . . . . . . . . 000111

9 Cir arv . . . . . . . . . . . 2 . . . . . . . . 000111

11 Ely rep . . . . 4 . . . 4 4 4 4 . 6 . . . . . . 001

17 Lol per 7 . 2 . 2 6 6 6 7 5 6 5 4 2 . . . . . . 001

19 Poa pra 4 1 3 . 2 3 4 4 4 4 5 4 4 4 . 2 . . . . 001

23 Rum ace . . . . 5 6 3 . . . . . . 2 2 . . . . . 001

16 Leo aut 5 2 5 6 3 3 3 3 . 5 2 2 3 2 2 2 2 2 . 2 01

20 Poa tri . . . . 6 4 5 4 2 7 6 5 4 5 4 9 . . 2 . 01

27 Tri rep 3 . 2 2 2 5 2 6 . 5 2 1 2 3 3 2 6 1 . . 01

29 Bra rut 4 . 6 3 2 6 2 2 . . 2 2 2 2 4 . . 4 4 4 01

4 Alo gen . . . . . . . . . 2 7 2 5 3 8 5 . . 4 . 10

24 Sag pro 2 . . 3 . . . . . . . 5 2 2 4 2 . . . . 10

25 Sal rep . . 3 3 . . . . . . . . . . . . . . . 5 10

2 Agr sto . . . . . . . . . . 4 8 4 3 4 5 4 4 7 5 110

10 Ele pal . . . . . . . . . . . . 4 . . . 4 5 8 4 11100

21 Pot pal . . . . . . . . . . . . . . . . 2 2 . . 11100

22 Ran faa . . . . . . . . . . . . 2 . . 2 2 2 2 4 11100

30 Cal cus . . . . . . . . . . . . . . . . 4 . 3 3 11100

14 Jun art . . . . . . . . . . . . 4 4 . . . 3 3 4 11101

8 Che alb . . . . . . . . . . . . . . . 1 . . . . 1111

15 Jun buf . . . . . . 2 . . . . . . 4 4 3 . . . . 1111

0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1

0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 1 1 1 1

0 0 0 0 1 1 1 1

Numbers for species (rows) represent abundance in quadrats (columns); a dot

indicates that the species was absent from the quadrat. Zeros and ones on the

right-hand side and the bottom of the table indicate the dichotomies.

Source: Modified with permission from Jongman et al. (1987)
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Minimum-variance clustering and TWINSPAN are computationally

complex and time consuming compared with clustering algorithms

developed earlier. However, the widespread availability of powerful and

inexpensive computers during the last 15 years has allowed them to be-

come the most widely used clustering algorithms in ecological studies.

Process models

There are three primary process-oriented models of plant community

structure (Austin 1986; Keddy and MacLellan 1990): the plant strategy

model (Grime 1979), the gap dynamics/regeneration model (Grubb 1977;

Pickett and White 1985), and the resource-ratio hypothesis (Tilman 1985,

1988). These models have not been applied to the management of plant

communities, at least partially because they are not yet adequately inte-

grated with descriptive approaches (Keddy and MacLellan 1990). Thus,

they consider the effects of resource availability and disturbance on the

interactions between plants, but they do not predict species composition

in complex communities.

An additional model of community structure, the centrifugal or-

ganization model (Rosenzweig and Abramsky 1986; Keddy 1989, 1990),

incorporates underlying mechanisms into descriptions of community

structure along environmental gradients. Thus, this model integrates

pattern with process. The centrifugal organization model represents an

extension of the competitive hierarchy model described in the previous

chapter. The model assumes that all species share a central habitat in

which they exhibit maximum performance (e.g., growth, survival, re-

productive output), but that each species has another (peripheral) habi-

tat in which it is the best competitor. This model represents a variant of

inclusive niche structure, in which species have overlapping fundamen-

tal niches along only one axis. Entire environmental gradients (“niche

axes”) may radiate outward from the central preferred habitat in the

centrifugal organization model. Near the center (i.e., optimal habitat),

species may have entirely inclusive fundamental niches; at or near the

periphery, species’ fundamental niches may include only a few adjacent

neighboring species in the direction of the central habitat. In the latter

case, negative interactions would be completely asymmetrical (i.e., inter-

ference), and removal experiments should show a species to increase

nearer the central habitat, but not toward the periphery. Wetlands

appear to be organized in this manner: a central habitat characterized by

low disturbance and high fertility is dominated by large leafy species

capable of forming dense canopies (e.g., Typha spp.), constraints such as



disturbance and fertility create radiating axes along which different

groups of species and vegetation types are arrayed, and rare species

occur only in peripheral habitats with low biomass (Moore and Keddy

1989; Moore et al. 1989; Keddy 1990) (Figure 3.16). Communities of forest

trees (Keddy and MacLellan 1990) and desert rodents (Rosenzweig and

Abramsky 1986) also exhibit distribution patterns consistent with the

centrifugal organization model.

summary

The techniques outlined in this chapter can be applied to assemblages of

organisms, and have been effectively applied to animal and plant com-

munities. These techniques enable the objective description of commu-

nities, and thus serve as an important link between ecological science

and natural resource management. In addition, effective description of

communities facilitates the comparison of vegetation or animal com-

munities on different sites or at different times. As such, the tools pre-

sented in this chapter allow the objective assessment of management

strategies or environmental change. These approaches form a founda-

tion for evaluating and interpreting community change over time.
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Figure 3.16 Densely growing cattail dominates the wetland community of

the Ciénega de Santa Clara near the mouth of the Colorado River, Sonora,

Mexico. Photo by Stephen DeStefano.
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Succession

Although ecosystems may be sufficiently stable to allow objective char-

acterization, as described in the previous chapter, they are not tempo-

rally static entities. Rather, they are characterized by changes in species

composition at various temporal scales. This chapter will focus on the

factors that underlie transitions from one state to another at the tempo-

ral scales of years to decades. Changes in ecosystems at these temporal

scales are termed succession (Figure 4.1).

Identifying states of ecosystems and determining causes of transi-

tions from one state to another are fundamental to effective manage-

ment. Specifically, management efforts should aim to achieve states that

meet clearly specified objectives. In addition, managers must be cog-

nizant of states that are not feasibly attainable and set management

expectations accordingly.

It is also important to remember that wildlife communities are

greatly influenced by vegetation succession. This relationship has been

well documented in forests, but it also applies to other ecosystems,

such as wetlands and grasslands. For example, Lloyd et al. (1998) found

that changes in woody plant structure, primarily invasion of mesquite

attributed to fire suppression, contributed to changes in the composi-

tion of grassland bird communities in former grasslands of southern

Arizona. Managers should also recognize that habitat “quality” for

many wildlife species can change with vegetation succession; good (or

poor) quality habitat at one point in time often changes within a few

years or decades (see below for a discussion of “habitat quality” and

“habitat fitness”). Thus, it is critical that wildlife managers understand

the major models of vegetation succession developed and debated by

plant ecologists, and that they appreciate the implications of differing

viewpoints to the understanding and management of plant, and thus

animal, communities.



After describing various models of succession, latter sections of

this chapter will discuss tools to study succession. Once again, the focus

is on plant ecology and how plant ecologists might approach research

into the processes and mechanisms of vegetation succession. Wildlife

biologists can apply these same approaches – i.e., retrospective studies,

monitoring, comparisons, experiments – to animal populations and the

influence of vegetation succession on the distribution and structure of

animal communities.

traditional view

General patterns of ecosystem change were acknowledged by early

Roman writers and were described by many naturalists in the 18th and

19th centuries (Spurr 1952). The earliest scientific work was conducted

in sand dunes by Cowles (1899), and patterns described by naturalists

and Cowles were formalized by Clements in a series of papers during

the early part of the 20th century. Clements’ 1916 book on succession

was particularly influential in establishing a paradigm for ecosystem

dynamics. Clements promoted the view that ecosystems are organic
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Figure 4.1 In New England, old-field succession is the often used example

to represent classic succession: abandoned farm fields revert to

herbaceous plants, which are replaced by shade-intolerant woody growth

and then by shade-tolerant trees. In southern New England, the so-called

“climax” forest is referred to as birch–beech–maple (yellow birch,

American beech, and sugar maple). Photo by Stephen DeStefano.



units; in fact, the Clementsian view of ecosystem dynamics is often

termed “organismic” and ecosystems or plant communities are called

“superorganisms.” The organismic concept is regarded by most contem-

porary ecologists as an inappropriate view (but see Wilson and Sober

1989; Wilson 1997). Nonetheless, this view remains the dominant para-

digm promoted in ecology texts and it forms the basis for site classifi-

cation in land management agencies (i.e., delineation of range sites and

habitat types). The Clementsian view will, therefore, be briefly de-

scribed (Figure 4.2).

Clements (1916) described succession as a sequence of identifiable

stages, which he termed nudation, ecesis, competition, reaction, and sta-

bilization. Nudation is the process which creates a patch of bare soil, and

it is said to initiate succession. Ecesis is the successful establishment of

plants, coming either from propagules remaining in the soil (i.e., seeds,

root fragments, or whole plants) or migrating from elsewhere. Ecesis is

said to be controlled by environmental conditions and the characteris-

tics of plant species available at the site. Competition among established

plants then leads to the elimination of some species. Reaction is the

change in the physical environment that results from the growth and

death of plants, and it contributes to continual change of resource avail-

ability. Finally, stabilization occurs as long-lived species dominate a site.
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Figure 4.2 Large-scale disturbances such as clearcutting not only alter

vegetation structure and plant succession, but can dramatically affect

hydrology, sediment transport, soil microfauna, microclimate, and other

ecological processes. Photo by Stephen DeStefano.



Clements indicated that this phase rarely, if ever, occurs. It is synonymous

with “climax.”

Clements’ conceptual model of succession is descriptive, but it is

not explanatory or mechanistic. Thus, Clements simply formalized the

process of species’ replacement described by naturalists during the pre-

ceding two centuries.

The traditional view that developed as a result of Clements’ work

was that of “relay floristics.” According to this view, species prepare an

area to make it more suitable for other species. Because ecosystems and

communities are superorganisms, they are capable of employing a strat-

egy, including the strategy of site preparation. This idea has been

repeated in dozens of papers and books, including relatively recent text-

books. For example, Odum (1983) discussed succession within a section

titled “The Strategy of Ecosystem Development:”

[S]uccession is an orderly process of community development; it is reason-

ably directional and, therefore, predictable . . . it results from modification

of the physical environment by the community; that is, succession is com-

munity-controlled . . . Species replacement in the sere occurs because pop-

ulations tend to modify the physical environment, making conditions

favorable for other populations until an equilibrium between biotic and

abiotic is achieved.

Thus, the prevailing paradigm in ecology from the early 1900s until rel-

atively recently was that ecosystems facilitate the development of other

ecosystems by altering site conditions. This implies that late-successional

species could not occupy the site without earlier occupation by earlier-

successional species.

This traditional Clementsian explanation of vegetation succession

is the most familiar model to wildlife managers, and represents the only

model with which many managers are familiar. Undergraduate wildlife

biology curricula usually include only two to three botany courses, one

to two of which are often plant taxonomy, with only one course in plant

ecology. Thus, wildlife biology majors are not exposed to a deep under-

standing of the modern views of vegetation succession. Yet, vegetation

manipulation via alteration of vegetation succession – using techniques

such as timber harvesting, prescribed burning, plowing, or disking – to

manipulate animal populations is a frequent approach used by wildlife

managers. The following sections offer alternative views of succession;

the underlying processes and mechanisms have numerous implications

for the research, management, and conservation of plant and animal

communities.
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changing views

Egler (1954) studied secondary succession in abandoned agricultural

fields. He concluded that, when disturbed, the soil retains a large and

diverse pool of propagules. These propagules represent various succes-

sional stages, so that virtually all species are present from the time of

disturbance and different species assume dominance over time. Egler

termed this conceptual model “initial floristics,” indicating that all or

nearly all species are present initially (as seeds or seedlings). If a species

is absent from the propagule pool, it will not participate in succession or

will do so only very slowly. According to this view, succession represents

changes in the dominance of species over time.

Drury and Nisbet (1973) reviewed the field evidence for relay floris-

tics and initial floristics, and reached several important conclusions.

First, many species that characterize late-successional stages are present

but inconspicuous at earlier stages. Second, removal of annual plants

during the first few years of secondary succession often enhances the per-

formance of perennials. Similarly, removal of early-successional pines in

forests accelerates dominance by late-successional hardwoods. Third,

most studies suggest that early-successional stages can be explained in

terms of differential growth in response to changing resource availabili-

ties. These changes in resource availabilities are a natural consequence of

changes in species composition on a site. Finally, late-successional plants

are usually present throughout the history of vegetation change, and

early-successional plants often delay the rate of succession.

Drury and Nisbet concluded that there was considerably more

support for the initial floristics model than for the relay floristics model.

They viewed succession as a process in which plant species are sorted

along a gradient of resources. Species replacement occurs because each

individual species has a unique optimum for growth and reproduction

and because resource availabilities change through time. Drury and

Nisbet’s ideas represented a fundamental shift from succession as a com-

munity-controlled phenomenon to a process based on the properties of

individual species. Pickett (1976) expanded Drury and Nisbet’s resource-

gradient concept to include interference: species replacements occur

during succession as a result of changes in competitive “winners” in a

changing environment. The centrifugal organization model (Rosenzweig

and Abramsky 1986; Keddy 1990; Wisheu and Keddy 1992) discussed in

Chapter 3 formalizes the relationship between interactions, environ-

ment, and ecosystem structure.
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Connell and Slatyer (1977) developed three conceptual models for

succession, then reviewed the literature to determine the amount of evi-

dence to support each model. According to their facilitation model

(Model 1), colonists alter the environment and thereby make the site

amenable to occupation by other species. Although Connell and Slatyer

did not imply the existence of a “strategy” vis-à-vis Odum, this model is

based on a Clementsian interpretation of succession. Connell and Slatyer

concluded that Model 1 was associated with primary succession (e.g.,

when nitrogen-fixing species colonize glacial till or river sand and there-

fore contribute to soil enrichment). They attributed this model to relay

floristics. According to the tolerance model (Model 2), environmental

modifications imposed by early-successional species neither increase nor

reduce the rates of recruitment and growth of later-successional species.

Thus, species replacement patterns are solely dependent on life history:

late-successional species occupy a site either early or late in the course of

succession, but are able to grow slowly and reproduce despite the pres-

ence of early-successional species. Connell and Slatyer concluded that few

situations in the literature fit this model, which they attributed to initial

floristics. According to the inhibition model (Model 3), early colonists

secure space and/or resources and then inhibit subsequent invasion by

other species or suppress the growth of species that invade at the same

time. On the death of an early colonist, space and/or resources are re-

leased for another individual (potentially of the same species) and this

leads to succession. This model is driven by negative interactions between

species, and was attributed by Connell and Slatyer to initial floristics.

By this point in time, ecologists were making a clear shift away

from Clementsian-based explanations driven by vegetation per se. In

addition, they were beginning to abandon models with universal utility,

and were instead focusing on individual species. Models developed later

were consistent with these trends.

Noble and Slatyer (1980) attempted to define the vital attributes of

species that would allow prediction of their performance during succes-

sion. These vital attributes were based on three characteristics of plants:

(1) method of arrival or persistence after disturbance; (2) ability to

enter an existing ecosystem and then grow to maturity; and (3) time re-

quired to reach critical stages in the species’ life cycle (e.g., reproductive

maturity). Pickett et al. (1987) expanded the concept of vital attributes

and developed a hierarchy of succession including causes of succession,

contributing processes, and defining factors.

Vital attributes were precursors to assembly rules and response

rules. Assembly rules (Diamond 1975) are used to predict species
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composition for a specified habitat from the total species pool in a

region. They are based on the traits (i.e., attributes) of species. Response

rules are derived from assembly rules, and are used to predict the

changes in species composition that result from changes in environ-

ment or land use (Keddy 1989, 1992). Development of assembly rules

and response rules grew out of the trait-based vital attributes approach

of Noble and Slatyer, and these rules represent primary goals of com-

munity ecology (Keddy 1992); they are consistent with the state-and-

transition model of succession (Westoby et al. 1989).

The state-and-transition model acknowledges that successional

pathways can be complex and that these pathways do not necessarily

converge on a single endpoint (“climax”). In particular, Westoby et al. rec-

ognized that the concept of single-equilibrium systems which progress

steadily toward “climax” as a function of disturbance does not apply

in many ecosystems, especially of those in arid and semi-arid regions

(Box 4.1). Rather, sites are characterized by multiple steady states, and

stochastic events influence the rate and path of succession. Soil proper-

ties also influence the rate and path of succession, so that patterns of

species replacement may be altered by management activities which af-

fect soils (e.g., livestock grazing and timber harvesting reduce organic

matter and increase bulk density). Furthermore, discontinuous and irre-

versible transitions in ecosystem structure may occur.

An example illustrates the multiplicity of factors that influence

succession (Figure 6 in Archer 1989). In the presence of livestock her-

bivory, many sites dominated by tallgrass species are replaced by succes-

sively shorter and more grazing-resistant herbs. A reduction in grazing

intensity may contribute to succession along a similar path as retrogres-

sion, especially if fire is maintained within the community. However,

continued grazing pressure leads to a reduction in grass cover and,

therefore, decreased fire frequency and an increased rate of woody plant

establishment. Such grassland-to-woodland transitions have been widely

documented during the last 150 years (Archer 1995b; McPherson 1997).

On domination of a site by woody plants, reduction in grazing intensity

will not initiate succession back to grassland. Establishment of grass

plants is reduced by the shade of the dominant woody plants, and grass

cover is therefore insufficient to allow fires to spread and kill woody

plants. Thus, “recovery” of grassland requires considerable cultural en-

ergy (e.g., mechanical or chemical treatments to reduce woody plant

abundance and subsequent sowing or planting of grasses). It should be

clear that determination of the successional pathway is not merely an

academic exercise: imagine, for example, the case where management
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objectives include high levels of livestock grazing on sites such as those

described by Archer (1989).

At about the same time Westoby et al. (1989) published their state-

and-transition model, Tilman was delivering an invited lecture based on

his research at Cedar Creek Natural History Area (CCNHA). A modified

version of his lecture was published shortly thereafter (Tilman 1990).

Tilman’s “trade offs” approach grew out of his resource-ratio hypothesis

of competition (Tilman 1985). Tilman recognized four constraints on the
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Box 4.1 Managing with state-and-transition models

The state-and-transition model has direct application to resource

management (Westoby et al. 1989). Consider, for example, manage-

ment of livestock in semi-arid ecosystems. Many such systems are

characterized by at least two distinct stable states: savanna and

woodland (Archer 1990, 1995b; McPherson 1997). Savannas support

substantial livestock production whereas woodlands are poorly

suited to this activity.

Livestock grazing, in concert with fire suppression and possi-

bly above-average precipitation, may cause conversion of savanna to

woodland. Simply reducing grazing pressure is insufficient to

cause conversion back to savanna, as incorrectly predicted by the

Clementsian model of succession. Rather, the conversion of

savanna to woodland is irreversible in the absence of major cul-

tural inputs such as herbicides or mechanical removal of woody

plants. Thus, the woodland state is permanent over temporal scales

relevant to management.

Of the many consequences of a transition from savanna to

woodland, the most apparent is that the management activity re-

sponsible for the transition (livestock grazing) cannot be used to re-

verse the transformation. Further, the woodland is poorly suited to

livestock production because herbaceous production is relatively

low and woody plants interfere with pastoralism. Thus, managers

of savannas should be aware that a common consequence of live-

stock grazing is reduction of a site’s capacity to support continued

grazing. One prospective solution is proactive management to

remove woody plant seedlings (e.g., with periodic prescribed fires).

However, this strategy requires careful planning and short-term

loss of livestock forage (via cessation of grazing and consequent

combustion of herbaceous plants).



establishment and growth of plants: colonization, which included many

of the constraints detailed by Pickett et al. (1987); availability of limiting

soil resources; availability of light; and sources of death (e.g., herbi-

vores, pathogens). There are six possible two-way trade offs, four possi-

ble three-way trade offs, and one possible four-way trade off between

these constraints. Tilman systematically eliminated hypotheses via ex-

perimentation, and concluded that a three-way trade off between colo-

nization, nutrient competition, and light competition dictates the rate

and path of old-field succession at CCNHA. Specifically, colonization

(order of arrival of species) and ability to acquire nitrogen in the pres-

ence of neighbors determine the successional pathway for grasses. The

transition from grassland to oak woodland is best explained by the trade

off between nutrient acquisition and light acquisition.

Tilman’s approach and conclusions are noteworthy from several

viewpoints. The large amounts of time and money invested in his exper-

iments virtually ensure that they will not be replicated elsewhere.

Tilman’s model has more classes than previous models, reflecting the

perception that ecosystem change is a complex process. In addition, the

trade off used to describe succession changes over time. Finally, Tilman

concludes that nearly all of the constraints he recognized contributed to

the pattern of succession at CCNHA. His conclusion about succession at

CCNHA has profound implications for resource management (Tilman

1990:14): “Other plant communities will have other constraints, and

other successions will be explained by other processes.”

the contemporary view

Succession involves the recruitment of a set of species which has a dif-

ferent mortality (or different rate of mortality) than a different set of

species. Thus, death of some species, and the concomitant replacement

by other species, leads to changes in species composition. The key com-

ponents of succession are recruitment and mortality; both these factors

are affected by species’ natural histories, interactions between species

and stochastic processes.

Tilman’s “trade offs” model reflects the modern consensus that

succession is tightly linked with interactions between plants (e.g., “com-

petition” appears in the title of his 1990 paper). Thus, succession is de-

pendent on the responses of individual species to other plants and to the

environment. This introduces considerable complexity into discussions

of succession. In addition, the stochastic nature of environmental events

ensures that succession will be characterized by unpredictability and

The contemporary view 107



additional complexity. The power of the state-and-transition model lies in

its ability to accommodate site-specific phenomena. However, effective

application of the state-and-transition model requires considerable flexi-

bility in management actions (Westoby et al. 1989) and a willingness to

develop detailed models on a site-specific basis ( Joyce 1992). Constraints

on applicability and inherent complexity have no doubt contributed to

resistance in adoption of the state-and-transition model: although the

organismic view of communities has been largely discredited, it contin-

ues to appear in various forms (e.g., Wilson and Sober 1989; Wilson 1997).

The persistence of this paradigm is a testimony to its simplicity and to the

absence of a conceptually simple and readily useful model to replace it.

Despite the limited ability to generalize about succession, several

factors often affect the rate and direction of ecosystem change. These

include the species composition at the time of disturbance and the type,

intensity, frequency, and scale of disturbance events. Unfortunately,

many of the generalizations derived from these phenomena are too

coarse scaled to be useful for management (e.g., large disturbances ben-

efit wind-dispersed seeds). In addition, interactions between these fac-

tors may obscure patterns associated with their main effects.

McIntosh’s (1980) article on the history of succession research con-

tains several insightful statements about succession and science. He cites

Frank Egler as saying “ecology may not only be more complicated than

we think, it may be more complicated than we can think” (McIntosh

1980:53). He captures the pessimism and frustration of ecologists in

citing Frank Golley (1977:53): “A simple mechanistic explanation of suc-

cession is not possible.” Nonetheless, McIntosh concludes that “the

search for clarity if not unity in succession has daunted ecologists from

the beginning” (McIntosh 1980:53), and he provides some encourage-

ment (p. 54): “the search for satisfying regularity and simplicity is tradi-

tional in science, and there is no reason to forgo that search.” Thus, we

may never generate a simple, generally applicable model for succession,

but that is not an adequate reason for abandoning efforts to understand

the process. The remainder of this chapter will describe various

approaches used to study succession (Figure 4.3).

tools to study succession

Retrospective approaches

Retrospective studies of succession include historical accounts, repeat

photography, dendrochronology, and analysis of organic carbon or
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biogenic opal in soil. These approaches cannot be used to test hypotheses

about ecosystem dynamics, although they may be useful for describing

changes that have occurred on specific sites and for generating hypothe-

ses. Retrospective techniques can typically be used to assess species-level

changes in plant distribution only with dominant woody plants. A few

studies of vegetation change are, however, exceptional in their fine taxo-

nomic resolution and spatial scale (e.g., Neilson and Wullstein 1983;

Neilson 1986; Wondzell and Ludwig 1995). Nonetheless, these efforts are

similar to other retrospective studies in that they are correlative and

therefore cannot be used to distinguish between the many confounding

factors associated with succession. Additional limitations of specific

types of retrospective studies are described below.

Historical accounts of ecosystem change (e.g., land survey records,

early maps, and notes of early travelers, surveyors, and military scouts)

are usually anecdotal and imprecise, and thus do not allow the accurate

determination of historical vegetation physiognomy or species composi-

tion. In addition, historical accounts are often contradictory and colored

by fallacies (Bahre 1991).

Repeat ground photography has a limited and oblique field of view,

and historical photographs usually portray anthropogenic manipulation

of landscapes. These characteristics seriously limit the usefulness of
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Figure 4.3 Dense, “over-stocked” coniferous forest in the Blue Mountains

of eastern Oregon. A tradition of fire suppression often leads to densely

packed stands with high fuel loads, which are susceptible to catastrophic

wildfires or outbreaks of insects. Photo by Stephen DeStefano.



repeat photography for determining changes in the distribution of

species (Bahre 1991). Repeat aerial photography is also constrained by the

date of the earliest photographs. In addition, extensive coverage of aerial

photographs was not available until after broad-scale ecosystem changes

had already occurred.

Dendrochronology is limited to woody plants, usually trees, and is

based on correlations between tree age and cross-sectional ring number.

Dendrochronological assessments are used to describe the dates of es-

tablishment, defoliation, or stem injury of individual woody plants.

These assessments are then extrapolated to stands of trees in an attempt

to describe periods of recruitment, mortality, rapid growth, or distur-

bance (Fritts 1976; Johnson and Gutsell 1994). However, if trees were once

present but are currently absent, then reconstructions of stand age

structure cannot be used to elucidate this important change. Perhaps

more importantly, the characteristics of dominant woody plants in

many ecosystems are poorly suited for dendrochronological assessment

because: (1) current dendrochronological techniques are usually unsuit-

able for the determination of the stem age of several species, and (2) stem

age does not necessarily represent individual plant age, since many

species resprout after top removal.

Analyses of stable carbon isotopes have been used to assess vegeta-

tion change in grasslands and savannas. Stable isotope analysis relies on

differential fractionation of carbon isotopes during photosynthesis.

Nearly all woody plants possess the C3 pathway of photosynthesis, whereas

the dominant grasses in subtropical and tropical ecosystems have the C4

metabolic pathway. These two metabolic pathways ultimately affect the

stable carbon isotope ratio (13C/12C) of living plant tissue, which is retained

and incorporated into soil organic material after plant mortality and de-

composition. Therefore, the stable carbon isotope ratio in the soil can be

used as an indicator of previous vegetation on a site (Figure 4.4).

The isotopic composition of soil organic carbon does not accu-

rately reflect the past dynamics of C3 and C4 vegetation if: (1) the isotopic

composition of the surface soil differs from that of the overlying vegeta-

tion; (2) soil depth is not an appropriate surrogate for time (if relatively

new carbon is transported beneath older soil carbon via soil mixing –

e.g., soils may be mixed by burrowing animals, freezing and thawing

cycles, or alluvial processes); (3) deep-rooted C3 plants (e.g., shrubs, trees)

deposit soil carbon beneath C4 plants; or (4) current or former dominant

grasses possess the C3 photosynthetic pathway. Because these conditions

often occur within some ecosystems, stable isotope analysis is not ap-

propriate for studying succession within these systems (Dzurec et al.
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1985; McClaran and McPherson 1995). However, analysis of stable carbon

isotopes is useful for identifying past shifts in boundaries between sys-

tems dominated by plants with different photosynthetic pathways (e.g.,

subtropical forest/grassland boundaries).

Vegetation changes may be inferred by assessing biogenic opal (i.e.,

plant microfossils or opal “phytoliths”) in soils (e.g., Kalisz and Stone

1984), and the technique is conceptually similar to stable isotope analy-

sis. Grasses produce more biogenic opal than woody plants, and the opal
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Figure 4.4 Stable carbon isotopic composition and 14C dates for soil

organic matter at different soil depths along a transect through a Quercus

savanna into a C4 semi-desert grassland in southern Arizona, United

States. Each line represents a single soil core. Soil cores A–D are 500 m

above the savanna–grassland ecotone, cores E–H are 150 m above the

ecotone, I–L are at the savanna–grassland ecotone, and cores M and N are

150 m below the ecotone in the grassland. Solid lines are cores collected

beneath trees and dashed lines are cores collected beneath grasses �5 m

from a tree canopy. Values adjacent to lines are 14C dates (in years) at

different depths; all depths without dates had postmodern signatures.

Reproduced with permission from McClaran and McPherson (1995).



from grasses is morphologically distinct from the opal of woody plants

(Witty and Knox 1964; Kalisz and Stone 1984). Biogenic opal is comprised

of silica dioxide, which is very resistant to decomposition. Thus, the

abundance and type of opal in the soil can be used to indicate previous

vegetation on a site. Biogenic opal can be used to distinguish between

some members of the grass family, and has, therefore, been used to study

conversions from perennial to annual grasslands (e.g., Bartolome et al.

1986). The limitations of biogenic opal analysis are similar to those of sta-

ble isotope analysis: both techniques rely on chemical or morphological

differences between plant taxa (especially grasses and woody plants) and

make similar assumptions about deposition in the soil.

The concurrent use of several different retrospective techniques

may facilitate the appropriate interpretation of past changes in ecosys-

tems. However, different retrospective techniques may generate con-

flicting interpretations of the same phenomena, as illustrated by the

following example (McPherson and Weltzin 2000):

Reports of past changes in the oak savanna/semidesert grassland boundary

are varied. Paleoecological data suggest that oak savannas have shifted up-

slope in concert with warmer and drier conditions since the Pleistocene.

This interpretation is consistent with upslope movement of most woody

species in the last 40,000 years, as determined by paleoecological research

(Betancourt et al. 1990). In contrast, research based on stable carbon iso-

tope technology and radiocarbon dating indicated that oaks at the

savanna/grassland boundary had encroached into former grasslands

within the last 1,500 years, which implied that oak savannas had shifted

downslope into semidesert grasslands (McPherson et al. 1993; McClaran

and McPherson 1995). The latter finding matches Leopold’s (1924) interpre-

tation of downslope movement of oaks, based on observations of progres-

sively smaller trees from the savanna into the grassland. On a more con-

temporary temporal scale, use of repeat ground photography led Hastings

and Turner (1965) to conclude that the oak savanna/semidesert grassland

boundary moved upslope during the last century. Finally, Bahre (1991)

examined surveyor’s records, repeat ground photography, and repeat

aerial photography, and concluded that the distribution of oak savannas

had been stable since the 1870s. Thus, boundaries between oak savannas

and adjacent semidesert grasslands have been variously reported as shift-

ing upslope, remaining static, or shifting downslope. Although these dif-

ferences may be attributable in part to variation in temporal and spatial

scales, they are largely the result of different interpretations.

This example indicates that the disadvantages associated with retro-

spective techniques cannot be overcome simply with the use of multiple

methods.
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There are two primary, overarching limitations to using retro-

spective approaches to study succession. First, it is virtually impossible

to reconstruct accurately the events and conditions that contributed to

past changes, even at well-studied localities. Second, even if this were

possible, conditions responsible for historical or prehistoric species

distributions are unlikely to be repeated in the future. Earth is enter-

ing an unprecedented era in terms of atmospheric gas concentrations,

climatic conditions, land use, and land cover; thus, even a complete

understanding of past climates and assemblages of organisms will not

allow the confident prediction of future changes. This situation is

exacerbated by species-specific response patterns that are often not lin-

ear or predictable, even within life forms (Tilman and Wedin 1991;

Archer 1993). Finally, results of retrospective investigations do not

elucidate mechanisms of ecosystem changes (sensu Simberloff 1983;

Campbell et al. 1991) because confounding between various factors pre-

cludes identification of mechanisms and introduces the potential for

spurious correlations.

Consider the relatively recent large-scale changes in vegetation

physiognomy that have occurred in former grasslands and savannas

throughout the world. Dramatic transitions from grasslands and savannas

to closed-canopy woodlands have captivated the scientific community,

but the mechanisms underlying the changes remain unknown after

more than three decades of detailed investigation (Archer 1989). For

example, increased woody plant abundance in most grasslands and

savannas has been attributed to changes in atmospheric or climatic con-

ditions, reduced fire frequency, increased livestock grazing, or combina-

tions of these factors (as reviewed by Archer 1994). Differing opinions

about the causes of vegetation change have contributed to acrimonious

debate. For example, Bahre (1991:105), in a critique of work conducted by

Hastings and Turner (1965), concluded that “probably more time has

been spent on massaging the climatic change hypothesis than on any

other factor of vegetation change, and yet it remains the least convinc-

ing.” Such debate hardly seems beneficial for scientific advancement

or appropriate management, yet it is a natural product of retrospective

approaches.

Regardless of scientific progress toward consensus on the mecha-

nisms of past ecosystem change, elucidation of these mechanisms would

provide little or no predictive power to current and future management

of natural ecosystems. Events that may have contributed to past changes

in ecosystem structure (e.g., cattle grazing, decreased fire frequency, spe-

cific timing of precipitation) may fail to produce similar responses today
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because of other, more profound changes in the physical and biological

environments over the last century. For example, ecosystems now experi-

ence increased atmospheric concentrations of greenhouse gases (e.g., car-

bon dioxide, methane, nitrous oxides), increased abundance of woody

perennial plants and introduced plants, and decreased abundance of

some plant and animal species. Finally, there are no historical analogs for

the conditions which are now widespread. For example, a return to the

fire regimes which characterized prehistoric ecosystems is unlikely to oc-

cur without major cultural inputs to extant ecosystems. Even if we could

reproduce prehistoric fire regimes, the decision to do so should be based

on clearly defined, site-specific goals and objectives, rather than on the

misguided hope that restoration of disturbance regimes will necessarily

restore prehistoric ecosystems. Our knowledge of the past should guide

contemporary management, not constrain it (Figure 4.5).

The descriptive nature of retrospective approaches, coupled with

the complex site-specific interactions underlying ecosystem change,

render these approaches unsuitable for the determination of the mech-

anisms of ecosystem change. Retrospective approaches are constrained

by fundamental conceptual and philosophical limitations, and they are

hampered by various technical weaknesses. Several of the technical

obstacles associated with specific retrospective techniques have been

removed by significant technological advances, and we expect contin-

ued progress in this area of research; however, the more important con-

ceptual and philosophical limitations can be overcome only by traveling

back in time. Thus, although it is widely acknowledged that under-

standing mechanisms of ecosystem change is central to the interpreta-

tion and prediction of species and ecosystem responses to disturbance or

climate change, there is no evidence to suggest that such mechanistic

understanding can be achieved with retrospective approaches.

Monitoring

Monitoring involves direct observations of changes in ecosystem struc-

ture over time. As such, managers usually monitor in an attempt to

discover and document changes in ecosystem structure as they occur.

This information serves as a primary basis for evaluating and possibly

altering management strategies. Thus, monitoring is an important com-

ponent of adaptive management.

Many attributes can be monitored, including soil, life forms, and

species. However, monitoring programs usually focus on species composi-

tion. This approach is similar in most respects to the retrospective
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approaches discussed above, with two notable exceptions: (1) spatial and

temporal scales generally are finer and (2) taxonomic resolution usually is

higher. These two attributes engender confidence that changes in ecosys-

tem structure result from events that precede the changes. For example,

a reduction in livestock density that precedes a shift in species composi-

tion may be interpreted as causal. The confidence associated with this

conclusion typically increases with decreased time between sampling in-

tervals, increased site specificity, and increased taxonomic resolution.

However, this interpretation must be tempered with the knowledge that

this approach is correlative and phenomenological, even with infinitely

short sampling intervals, complete knowledge of changes on a particular
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Figure 4.5 Second-growth forest of Douglas-fir (Pseudotsuga menziesii) and

western hemlock (Tsuga heterophylla) following timber harvest in the

coastal mountain range of western Oregon. Species composition at the

time of disturbance, land-use patterns, and the nature of perturbations

over time contribute to postdisturbance vegetation patterns. Photo by

Stephen DeStefano.



site, and perfect taxonomic resolution. Considerable caution is warranted

before changes in management are invoked as causal. Shifts in species

composition or other measures of ecosystem structure that are attributed

to management may have resulted from subtle and unperceived environ-

mental events or other confounding factors. Management is not an exper-

iment, regardless of the degree to which the management is “adaptive:”

treatments are not assigned at random to experimental units, experimen-

tal units are rarely homogeneous or replicated, and managers frequently

change many factors simultaneously. These characteristics preclude confi-

dent determination of causality.

Although changes in species composition may not be confidently

attributed to management, observing these changes is an important

component of effective management. Several metrics can be monitored,

as described in Chapter 3. Ordination can then be used to describe

changes in species composition over time (sensu Austin 1977). The direc-

tion and distance that quadrats “move” in ordination space over time

may reflect successional patterns (Figure 4.6).

Comparative studies

Succession has frequently been inferred from studies that compare sites

with different elapsed times after disturbance (i.e., chronosequences, or

“space-for-time” substitutions). The taxonomic resolution of these com-

parative studies is usually superior to the resolution associated with

retrospective approaches, and is similar to that obtained with monitor-

ing. Comparative studies are similar to retrospective approaches in

several respects; in particular, they are useful for generating hypotheses

and for describing changes that have occurred on specific sites, and they

cannot be used to test hypotheses about succession. This approach as-

sumes that all sites under study have identical histories of disturbance,

biotic influence, and environmental conditions (Luken 1990); this as-

sumption is rarely valid, which makes this approach susceptible to seri-

ous criticism (e.g., Miles 1979). Nonetheless, chronosequences may be

the best approach for describing successional sequences that predate

Anglo settlement, and they have been widely used to suggest patterns of

vegetation change in terrestrial ecosystems with long-lived organisms

(Burrows 1990).

Comparative studies in the mesic central United States have sug-

gested that old-field succession can be described on the basis of changes

in models of community organization. Specifically, early-successional

plant communities are characterized by a geometric model; as succession
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proceeds, the plant community is described by a log-normal curve

which becomes successively steeper over time (Figure 4.7). Thus, the

models of community structure described in Chapter 3 appear to

be useful not only for characterizing communities in space, but also for

describing how communities change over time.

Comparative research is hampered by weak inference (Platt 1964):

concluding that observed differences in species composition result di-

rectly from elapsed time ignores the potential impact of many other fac-

tors. As such, the results of comparative research do not provide reliable

mechanistic explanations. Differences in postdisturbance climatic con-

ditions may have a greater impact on species composition than time

since disturbance, and inherent differences between sites may either ex-

acerbate or obscure the effect of elapsed time. Climate and site factors

undoubtedly interact with time since disturbance, and therefore cannot
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Figure 4.6 Reciprocal averaging ordination of desert shrub vegetation in

Guadalupe Mountains, Texas, United States. Transects sampled in 1972

are indicated by lowercase letters, and transects sampled in 1980 are

indicated by uppercase letters. Arrows attached to the 1972 transects

point in the direction of their 1980 counterparts. Species class/form class

variables are circled, with the following legend: A, decreases with

livestock grazing; B, increases with livestock grazing; C, invades with

livestock grazing; 1–3�all forage available; 4–6�forage partially available;

1, 4� little or no hedging; 2, 5�moderately hedged; and 3, 6�severely

hedged. Incomplete arrows attached to species class/form class sequences

result from scaling of figure. Reproduced with permission from Wester

and Wright (1987).
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Figure 4.7 Dominance–diversity curves for old fields of five different ages

of abandonment in southern Illinois, United States. Unfilled symbols are

herbs, half-filled symbols are shrubs, and closed symbols are trees.

Reproduced with permission from Bazzaz (1975).

be ruled out as candidate explanations for postdisturbance differences

in species composition.

The three approaches described thus far – retrospection, monitor-

ing, and comparison – are descriptive techniques. Although descriptive

studies are necessary and important for describing ecosystem structure

and identifying hypotheses about ecosystem dynamics, strict reliance on

descriptive research severely constrains the ability of ecology to solve man-

agerial problems. Descriptive studies rely on comparison of patterns and

subsequent invocation of mechanisms. This process is not reliable when

many hypotheses make similar predictions about observed patterns; be-

cause nature is complex, it is almost always possible to develop alternative

hypotheses. In addition, the poor predictive power of ecology (Peters 1991)

indicates that our knowledge of ecosystem function is severely limited

(Stanley 1995). Unjustified reliance on descriptive research and the inabil-

ity to understand ecosystem function are among the most important ob-

stacles that prevent ecology from making significant progress toward solv-

ing environmental problems and from being a predictive science. Many

ecologists (e.g., Hairston 1989; Keddy 1989; Gurevitch and Collins 1994)

have concluded that field-based manipulative experiments represent a
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logical approach for future research. Unfortunately, there have been few

ecological experiments focused on succession.

The inability of descriptive research to serve as a basis for hypoth-

esis testing does not negate the importance of this approach in research

and management. In fact, a carefully planned and executed monitoring

protocol is a fundamental aspect of effective, site-specific management.

Objective and quantifiable metrics of ecosystem structure and function

provide the foundation for the assessment of the effectiveness of man-

agement in meeting site-specific objectives. Nonetheless, it must be

recognized that even the most precise and accurate monitoring efforts

cannot be used for testing hypotheses.

Experiments

Experiments are necessary to determine the mechanisms of ecosystem

change (see Chapter 1). A common prediction in ecology with direct

application to management is that different management activities (i.e.,

land uses) affect succession in a specified manner. Ideally, a manipula-

tion is performed to evaluate this prediction. Unfortunately, few ecolog-

ical experiments have focused on succession.

implic ations for wildlife popul ations

The processes, mechanisms, and results of vegetation succession have im-

portant implications for the abundance, distribution, and structure of

wildlife populations and animal communities. This statement is intuitive

to the point of being obvious, yet few observational studies have explicitly

demonstrated how succession can influence wildlife populations, pre-

sumably because of the long-term nature of succession. Even fewer

experimental studies have been conducted because of logistical issues

and constraints associated with time and money.

Newton’s (1991, 1993) long-term research on the European spar-

rowhawk (Accipiter nisus) is a rare example that demonstrates explicit

links between changes in vegetation structure and distribution and de-

mography of an avian species. The European sparrowhawk is a woodland

raptor that eats mainly small birds and is distributed throughout Great

Britain and much of Europe. For about 20 years, Newton banded and

observed breeding sparrowhawks, particularly females, and monitored

their nest sites, productivity, and movements. Newton’s research has

shown that sparrowhawk nests located in young woods with small

densely growing trees had the highest occupancy rates and reproductive
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success, but, as woodlands matured and trees became larger and more

widely spaced, both occupancy and success declined. Furthermore,

removal experiments confirmed the presence of nonbreeding individu-

als in the population; these individuals attempted to nest when sites in

younger woods became available, but would otherwise remain as non-

breeders despite the presence of vacant sites in older forest stands. Thus,

the quality of the habitat (in this case, young woods with small, densely

growing trees) was important to breeding success. As succession pro-

gressed, the quality of the habitat for breeding sparrowhawks declined.

Although there may be few other examples of the effects of succes-

sion on wildlife distribution and demography as explicit as Newton’s

sparrowhawks, the dynamic forces that shape the composition and struc-

ture of plant communities obviously have important impacts on animal

communities (Box 4.2). These forces and processes, if understood by

wildlife managers, can be manipulated to the benefit of some wildlife pop-

ulations. In addition, there are some additional key points that should be

considered by those interested in managing wildlife populations.

Box 4.2 Early successional stages as wildlife habitat

In most parts of the temperate region of the world, a forest cover-

ing a broad region (i.e., a forest covering hundreds of km2, undis-

turbed by humans) would provide a wide array of cover types for a

large number of species. Although many environmental variables,

such as soil type, hydrology, and elevation, and many natural dis-

turbances, such as fire or wind, are involved in determining the

distribution and abundance of species, it is often the structure of

the vegetation that ecologists tend to measure to gain some under-

standing of community ecology.

Historically, wildlife managers recognized that many ani-

mals, particularly some sought-after game species such as grouse,

quail, and deer, were more abundant where edge habitat was preva-

lent. Edge habitat describes those areas or ecotones where two or

more cover types meet, such as mature forest, second-growth for-

est, and fields. For many species, this is ideal habitat, and in fact

the “intermediate disturbance hypothesis” predicts that diversity

will be greatest where disturbance is intermediate. For example, a

forest with a mixture of mature stands of trees, second-growth

trees, regenerating clearcuts, and either anthropogenic or natural

openings will have greater species diversity than either a uniform
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First, the term “habitat” is often loosely used by wildlife biologists.

It has been defined as the sum total of all the environmental compo-

nents used by a species for its life history. Thus, references to cover types

such as pine habitat or oak habitat used by sparrowhawks, or the desert,

montane, or forested habitat of bobcats (Felis rufus), are too vague and

narrow, and do not conform to the habitat concept. Hall et al. (1997:175)

offered the following definition:

We therefore define “habitat” as the resources and conditions present in

an area that produce occupancy – including survival and reproduction – by

a given organism. Habitat is organism-specific; it relates the presence of a

species, population, or individual (animal or plant) to an area’s physical

and biological characteristics. Habitat implies more than vegetation or veg-

etation structure; it is the sum of the specific resources that are needed by

organisms.

Thus, the concept of “habitat” is much more than just plant cover. For

some species, habitat can be quite complex – e.g., habitat for migratory

old-growth forest (minimum disturbance) or a large clearcut (maxi-

mum disturbance). Throughout the middle of the last century,

wildlife managers often manipulated vegetation to maximize edge.

In recent decades, however, the loss of older forests – those

woodlands characterized by large trees, dense canopy cover, large

standing and downed dead wood (i.e., snags and logs) – and the

concern for species dependent on those older forests – such as spot-

ted owls, northern goshawks, and red tree voles – has led to public

pressure to reduce human-caused disturbances such as logging.

This has led to widespread concern for habitat fragmentation, espe-

cially in forested ecosystems (Harris 1990).

Even more recently, biologists have become concerned with

the loss of early successional communities (Askins 2001). As

disturbed areas such as old farm fields and young stands of trees

such as aspen disappear from the landscape through both natural

succession and lack of periodic disturbances such as fire, tree har-

vest, or mowing, these early successional communities are disap-

pearing from the landscape, especially in eastern North America

(Trani et al. 2001). Along with them go an assemblage of many 

early-successional stage or disturbance-dependent species (Hunter

et al. 2001; Litvaitis 2001). Biologists are now recommending ways

to perpetuate and maintain these early successional communities

on the landscape (Thompson and DeGraaf 2001).



species includes areas needed not only for breeding, but for migration

and wintering as well (Figure 4.8).

Second, the concept of habitat “quality” is increasingly interesting

to wildlife biologists. An evaluation of habitat quality is often based on

the demographic performance of the species of interest; if individuals

show optimum reproductive output and high survivorship, then that

habitat is thought to be of high quality (DeStefano et al. 1995). High den-

sity of individuals does not necessarily mean that those individuals are

in high-quality habitat or will show high breeding success (van Horne

1983; Vickery et al. 1992a). However, beyond generalizations such as high

abundance and availability of food resources, well-distributed nest or den

sites, or adequate safety from predators or inclement weather, biologists

have not been very successful in determining the exact characteristics of

a habitat that make it high quality (although see Vickery et al. 1992b).

Nonetheless, the concept of habitat “quality” or “fitness” (DeStefano

et al. 1995) is important to management and conservation and deserves

further study.

Third, although a complete definition of the term habitat implies

more than vegetation or vegetation structure, it is usually vegetation that

we try to manipulate and manage for wildlife populations. Extant vegeta-

tion is a product of historical events, plant propagules, and ecological

122 Succession

Figure 4.8 Habitat for bobcat, a wide-ranging species found in many

different environments, includes any place where resources and

conditions allow the species to survive and reproduce. Photo by Stephen

DeStefano.



interactions (although the relative roles of these forces are frequently un-

known). For example, fire regime, intensity of livestock grazing, and silvi-

cultural systems shape the resulting community – this is the “legacy”

idea to which forest ecologists sometimes refer.

Fourth, stochastic events, such as wildfires, windstorms, or floods,

can greatly alter the rate and path of succession and can change wildlife

habitat. This realization is especially important for small populations,

including species threatened with extinction, which are often the major

targets of management efforts. Extinction is a deterministic process, of-

ten punctuated by a stochastic event, which frequently results from habi-

tat loss or fragmentation (Figure 4.9).

Fifth, Newton’s studies of site fidelity among sparrowhawks

showed how tenacious individual birds can be in their “loyalty” to a home
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Figure 4.9 Red tree voles occupy the canopies of coniferous forests in the

Pacific Northwest of the United States. Fragmentation of the forest canopy

can affect the distribution, abundance, and viability of red tree vole

populations. Photo by Stephen DeStefano.



site, and how beneficial this tenacity can be in terms of reproductive

output and longevity. Many wildlife species display an incredible capacity

to return to or stay at a site even after alteration, and there can be a de-

layed response after even severe changes in vegetation structure. Exam-

ples include a pair of northern goshawks returning to a nest site that was

mature forest the previous year, but is now on the edge of a clearcut, and

sage grouse (Centrocercus urophasianus) returning to a lekking ground that

has been paved over since their last spring ritual.

It is important to remember, from a wildlife management per-

spective, that the outcome of vegetation succession and the subsequent

effects on local animal populations will vary in time and space; that is,

vegetation change and consequent alterations in animal communities

are spatially and temporally specific, and these processes take place in a

fluctuating environment (Morrison et al. 1998). We are not suggesting

that managers are destined to “reinvent the wheel” at each specific time

and location; rather, managers must acknowledge and appreciate mod-

ern succession theory, establish clear and realistic goals, and incorporate

site-specific characteristics such as land-use history, past management

techniques (e.g., prescribed burning, timber harvest patterns, soil distur-

bance), and presence of nonnative species. Few management plans in-

volve long-term monitoring of the vegetation and responses of targeted

wildlife populations. Efforts to alter the successional patterns of local

plant communities should not be attempted without a well-designed

and realistic monitoring program for plant and animal populations

(Morrison et al. 1998; Thompson et al. 1998).

summary

Understanding and predicting changes in ecosystems over time are

necessary components of effective management. These tasks are not

easily accomplished, however: multiple, interacting factors affect suc-

cession, and the resulting complexity is daunting. Science may never

develop a comprehensive model of succession that is relevant to site-

specific management. Such a model seems fundamental to effective

management, and the absence of a model necessitates decision-

making in the absence of complete scientific information. Thus, natu-

ral resource management is an art as well as a science; if management

of natural resources is done with a conscience, it is among the most

difficult of human endeavors. Gaps between science and management

impose fundamental constraints on effective management, and clos-

ing the gap between these enterprises will enhance both of them.
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Chapter 5 will identify sources of the divide between ecology and

natural resource management, and establish a foundation for narrow-

ing the divide (Figure 4.10).
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Figure 4.10 Alteration of successional patterns by a keystone species:

foraging and dam-building by beavers alter the landscape in ways that are

beneficial to many species of wildlife but which are sometimes in conflict

with humans. Photo by Stephen DeStefano.
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5

Closing the gap between science 
and management

In his popular book “A Brief History of Time,” the internationally

renowned physicist Stephen W. Hawking (1988) forwards a view that is

popular among physical scientists: “. . . the eventual goal of science is to

provide a single theory that describes the whole universe.” This Theory

of Everything would obviously benefit the management of human activ-

ities, but it is not clear what contribution ecology might make to this

theory. In ecology, as in most sciences, increased levels of organization

are characterized by decreased scientific precision and increased com-

plexity of arrangement. For example, boundary recognition and spatial

arrangement of individual organisms are relatively simple and straight-

forward; in contrast, ecosystems typically have complex spatial arrange-

ments and boundaries that are difficult to discern. Chris Beckett (1990)

responds to Hawking’s statement with a relatively pessimistic outlook

for science: “And then we get to the levels in which we actually live out

our lives: our relationships, our aspirations, politics, . . . personal choices,

moral dilemmas . . . And at this level (the most important one, after all,

from a human perspective) science has no precise answers, no complete

descriptions at all.” Clearly, our expectations of science as a source of

knowledge must be tempered with an understanding that the natural

world will never be completely described. Because prediction typically

represents an even greater challenge than description, it is tempting to

abandon ecology as a source of practical managerial information.

The inability to apply ecological information to environmental

problems is vexing and frustrating to scientists who generate knowledge

and to managers who attempt to apply that knowledge. As a result, the

divide between the science of ecology and management of natural re-

sources is vast, despite increasingly frequent pleas for ecologists to focus

on managerial problems (e.g., Keddy 1989; Lubchenco et al. 1991; Kessler

et al. 1992; Sharitz et al. 1992; Underwood 1995) (Figure 5.1).



The gap between science and management is evident at several

levels, and can be easily recognized within the discipline of ecology. The

problems addressed by applied ecologists are frequently viewed by theo-

retical ecologists as site specific or poorly grounded in ecological theory.

However, theoretical ecologists have increasingly distanced themselves

from applied disciplines by: ignoring the historical and contemporary role

of humans in ecological processes; downplaying the importance of social,

political, and economic processes on ecological processes; and discount-

ing or ignoring the literature associated with applied disciplines (e.g.,

forestry, range science, wildlife management). Thus, theoretical ecologists

have “discovered” various phenomena years or decades after their accept-

ance in the management community, and have tended to conduct re-

search that is perceived to be irrelevant by natural resource managers. For

example, the concept of carrying capacity was described by range scien-

tists in the 1890s, developed by wildlife biologists in the 1920s, and finally

“discovered” by ecologists in the 1950s (Young 1998). Of course, theoretical

ecologists and applied ecologists are simply points at the ends of a contin-

uum: most individual ecologists willingly identify numerous individuals

on either end of the continuum relative to themselves.

We believe that both ecology and management can benefit signifi-

cantly from the other enterprise, and that the rift between them is

particularly detrimental to the effective management of natural re-

sources. Thus, this chapter will describe some of the reasons for the rift
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Figure 5.1 Using an increment borer to count rings and estimate the age

of trees. Photo by Stephen DeStefano.



between science and management, and offer approaches to help close

the gap between the two endeavors.

goals for applying ecology

The ultimate test of ecology is whether ecologists can say anything use-

ful about the natural world. According to one prominent plant ecolo-

gist: “we can develop all the elegant models we wish, live distinguished

academic careers, publish numerous well-cited papers, and so on, but

the ultimate test of the value of our work is whether we really can make

predictions about the real world” (Keddy 1989:157). According to this

view, applications are the primary tool with which to evaluate the

progress of ecology, but can ecological theory be applied to environ-

mental problems?

Two goals of community ecology that are relevant to management

are the development of assembly rules and the development of response

rules (Keddy 1989). The objective of assembly rules is to predict the

abundance of organisms based on knowledge of the species pool and

the environment (Diamond 1975). The objective of response rules is to

predict future community composition based on knowledge of the

current species composition, the total species pool, and a specific dis-

turbance or land use. The total species pool includes species currently

present on a site and nearby species that are capable of dispersing into

the site following a disturbance or change in land use.

It should be evident that these goals of community ecology are im-

plicit goals of natural resource management. Managers must create or

maintain ecosystems that are capable of producing a variety of products

and services. To do so, they must be able to predict the effects of various

land uses on the abundance of species, including species in the region

that are not currently present on a specific site.

Both assembly rules and response rules require considerable

knowledge of key life-history traits in the species pool. They also require

knowledge of the way in which species interact with various types of dis-

turbances. As such, they rely on a combination of description, compari-

son, and experimentation (Keddy 1989:156–7). Description is used to

delineate the species pool, define initial states of systems, and to describe

naturally occurring states that result from various land uses (cf. state-

and-transition model, Chapter 4). Comparison of the attributes of species

generates the necessary ecological information on species in the pool.

Finally, experimentation is needed to determine how species respond to

different kinds of land uses.
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Several questions illustrate the potential role of ecology in natural

resource management. What size of reserve is sufficient to protect dif-

ferent groups of species? Which kinds of species will be the first to dis-

appear due to alterations in atmospheric gas concentrations, climate,

fire regimes, or levels of livestock grazing? What are the states and tran-

sitions associated with specific sites? What are the implications of these

states and transitions for management? Answering these questions is

necessary for effective management, and also would contribute to the

development of ecological theory. Most importantly, these questions ex-

emplify the ultimate test of ecology: they allow ecologists to say some-

thing useful about the natural world (Figure 5.2).

evaluating progress

Evaluating progress represents a significant challenge to most scientific

disciplines. Incorporating criteria about applying scientific informa-

tion (i.e., management) adds additional complexity. Can the “progress

of science” be evaluated objectively? What about progress in applying

science?

Keddy (1989:157) suggests that we start to evaluate progress by

dividing ideas into two classes: hypotheses and concepts. Hypotheses are

falsifiable statements that represent candidate explanations for patterns

observed in nature (Chapter 1). Concepts are not falsifiable, although
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Figure 5.2 Setting prescribed fire with a drip-torch. Photo by 

Guy R. McPherson.



they are part of every person’s thinking. Concepts provide a framework

which helps to organize hypotheses, and may lead people to new creative

insights. However, scientific data can not be used to resolve issues that

are based on different concepts.

The value that we place on different kinds of questions and differ-

ent kinds of approaches depends on the relative emphasis that we place

on hypotheses and concepts. Concepts are useful if we see science as an

activity which expands the horizons of human experience. In this case,

we can be satisfied if we increase our understanding of nature. However,

evaluating understanding or passing on increased understanding may

be difficult or impossible. Alternatively, we may seek to describe and pre-

dict the processes that underlie patterns observed in nature. Hypotheses

are a fundamental component of such a predictive ecology.

To date, ecology has placed considerable emphasis on concepts

and little emphasis on hypothesis testing (Peters 1980; Keddy 1989). One

result is that ecologists “have become modern scholastics interminably

discussing questions which cannot be solved or tested scientifically”

(Peters 1980). Such insoluble questions can not contribute to the solution

of environmental problems.

Judging the value of different research goals and methods also re-

quires consideration of how scientific progress actually occurs. There is

no consensus on this point, and numerous views have been described ac-

cording to their position along a continuum (Keddy 1989):

1. Science primarily involves the patient collection of facts.
There may also be the belief that someone will eventually
make sense of them through induction. This view values
data for their own sake, and is synonymous with natural
history.

2. Data are important for falsifying hypotheses, and original hy-
potheses drive scientific progress. Data are collected to falsify
hypotheses, and their collection is guided by the question be-
ing asked. This view is modeled after Popper (1959).

3. Data are collected to solve minor technical problems, but
there is a larger context or paradigm shared by scientists.
Data are collected to clarify aspects of the paradigm, but not
to challenge it.

4. Science is primarily political. Individuals of perceived high
status dictate the prevailing world view, and data are col-
lected to substantiate this world view. Contrary data are
rarely collected, are not accepted, and can not be published.
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5. Science is part of the entertainment industry, and the
objective of scientific papers is to tell entertaining stories to
a well-educated audience. Short papers which pose a clear
question and provide an answer are labeled as “naive” or as
“least publishable units.”

Data are paramount at one end of this continuum, whereas they are col-

lected only to amplify belief systems at the other end. Although different

perspectives are appropriate for different situations, extreme views ap-

pear to hold less promise for advancing science than more moderate

views. In some situations, strict adherence to inappropriate views may

hinder scientific progress.

the relevance of ecology to natural 

resource management

As indicated in Chapter 1, this book does not provide explicit recom-

mendations for resource managers for two important reasons. First,

management decisions must be temporally, spatially, and objective spe-

cific. Thus, this book should not be used for site-specific management

decisions; rather, management decisions should be couched within

this temporally and spatially broad discussion and should be made by

managers most familiar with individual systems (sensu McPherson and

Weltzin 2000). Second, specific management activities, although pre-

sumably based on scientific knowledge, are conducted within the con-

text of relevant social, economic, and political issues. These specific

issues and concerns are beyond the scope of this book, which is instead

focused on scientific knowledge.

As discussed by McPherson and Weltzin (2000), the realm of sci-

ence represents a substantial reservoir of relatively untapped informa-

tion available to resource managers. As such, managers in need of scien-

tific information are encouraged to use existing data, work closely with

the scientific community, and communicate the need for specific infor-

mation. Further, it is critical that resource managers understand how

scientific knowledge is obtained: effective managers should be familiar

with scientific principles. For example, not all scientific information

will enable managers to predict accurately the response of an ecosystem

to a specific disturbance or manipulation. Some research findings actu-

ally present untested hypotheses rather than observed responses to well-

controlled experimental manipulations. The results of such research

should be interpreted judiciously (Chapter 1).
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The development of theory is intended to be as general as possible.

In fact, the discovery of universal scientific laws (e.g., evolution by natu-

ral selection) represents a powerful goal for science. The application of

ecological theory is necessarily site and objective specific; in addition,

management must be conducted within the context of relevant social,

economic, and political issues. Resolving the paradox between the gen-

erality of theory development and the specificity of theory application

represents the crux of the problem for applied ecology (Figure 5.3).

The paradox between the generality of theory development and

the specificity of theory application is exemplified in virtually every

issue of scientific journals. Few managers read the ecological literature

because the research reported therein does not appear to be relevant to

natural resource management. We offer three familiar examples. First,

heated debate has developed with respect to the relative importance of

the size and number of reserves required to meet conservation goals.

The single-large or several-small (SLOSS) debate has filled hundreds of

pages in leading ecological journals. The volume of literature dedicated

to this topic implies that it must be important, yet an overwhelming

majority of managers will never contribute to the design of a conserva-

tion reserve. In the rare cases when new conservation reserves are es-

tablished, we suspect that the SLOSS literature – which is characterized

by debate about simple ecological models which trivialize the natural

history of important species – is ignored in the process of their design
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Koenen.



and establishment. Second, the relationship between species diversity

and ecosystem function has received much attention from ecologists.

Consensus has not been reached on the importance of species diversity

to ecosystem function, much less on a cause for a relationship. In fact,

there is no reason to expect a single, general relationship between

species diversity and ecosystem properties (e.g., productivity, rates of

nutrient cycling) because the relative contributions of species to ecosys-

tem properties are strongly influenced by the environment (Cardinale

et al. 2000). In other words, the environmental context within which

species establish, grow, and interact has greater influence on ecosystem

function than the absolute number of species. A surprising amount of

energy and expense has been spent to discover that the identity and

characteristics of species exert considerable control over ecosystem

function: that species “matter” has been known at least since Aristotle’s

time. Third, journals are similarly replete with case studies of specific

species or ecosystems. Paramount to publication of research in the

“best” journals are the ecologist’s ability to couch the research question

within the context of contemporary ecological theory and the clever-

ness of the experimental design used to address the question. Consider-

ably less important is the creative application of research results beyond

the system under scrutiny (and sometimes even within this system). It is

small wonder that overworked managers dedicate little time to the

study of ecological literature.

Given the overwhelming volume of ecological literature, it is easy to

understand why managers rarely consult literature that is not based on

local research. Few managers are interested in the SLOSS debate (similarly

arcane examples are plentiful), and many consider the results of case

studies to be site specific and of no particular importance to management

in local systems. This reflects a recurring theme in ecology: the quest for

general principles (which is valued in ecology, as in other sciences) neces-

sarily involves the study of details. As a result, scientists frequently end up

making natural history observations instead of contributing to ecological

theory and, in the process of illuminating details, all hope for generality

seems to vanish. Of course, this problem is not restricted to ecology.

Different people appreciate different degrees of generality, so that one

person’s conceptual richness is another person’s trivial detail. Anyone

who has been subjected to the wedding videos of friends can understand

the roles of familiarity and perception on the appreciation for detail.

Different levels of specificity are necessary for different manage-

ment questions and ecological scales. Ultimately, ecological theory may

consist of a series of nested conceptual models (Keddy 1989). Specific
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models geared toward the management of individual systems will use

site-specific information and precise taxonomic resolution. These models

will be particularly useful for the development of site-specific manage-

ment strategies. Presumably, they would be nested within more general

conceptual models which would incorporate relationships among state

variables and functional groups of organisms. The latter models would be

useful for establishing and assessing landscape-level policies.

constraints on applying ecology

Managers must recognize that there are many questions that science

can not answer. For example, science can not dictate which elements of

nature merit conservation. Determination of what to conserve depends

on human values (Lawton 1997; McPherson 2001b). An exponential

human growth rate precludes preservation of all genetic diversity,

species, and ecosystems: humans use a disproportionate percentage of

Earth’s resources, which contributes to the loss of biological diversity at

all levels (Vitousek et al. 1986). Ecologists can provide objective informa-

tion about objects or processes under consideration for conservation,

but the ultimate choice about whether or how much to conserve is beyond

the realm of ecology. This debate is centered on the extent to which nat-

ural resources should be used to support human activities. Once society

has made a decision about what to conserve, ecology can provide the

tools for evaluating the success of conservation efforts. These tools will

have maximum utility when the objectives are clearly stated and when

they can be quantified (Chapter 1).

Ecology can serve as a framework for addressing many questions

relevant to management, but there are constraints on this process. For

example, the speed of scientific inquiry rarely matches the urgency of

environmental problems. In addition, the complex nature of most envi-

ronmental problems precludes simple solutions that can be easily ap-

plied to many sites. Finally, scientific findings are subject to revision or

reinterpretation: managers become frustrated and may abandon ecology

as a source of information when it appears that ecologists change their

minds about the relevant facts.

Frustration notwithstanding, resource managers require reliable

scientific information to manage ecological communities and processes

effectively. The volume of available data on these topics is overwhelm-

ing, and individual managers must identify and extract the relevant in-

formation in order to address management issues. Additional factors

contribute to the difficult dilemma that managers face as they attempt
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to incorporate scientific knowledge into management decisions: (1)

much of the available information is contradictory or inconsistent, and

(2) many scientists still attempt to provide mechanistic explanations

about ecosystem function based on descriptive research. This latter ten-

dency has trapped scientists into making predictions about things they

cannot predict (Peters 1991; Underwood 1995). Adherence to scientific

principles, including hypothesis testing, will improve communications

between resource managers and scientists while increasing the credibil-

ity of both groups.

The terminology of scale

Confusion and misunderstanding between ecologists and managers result

at least partially from different perceptions of scale and associated differ-

ences in terminology (Allen and Hoekstra 1992). The selection of labels for

levels of organization is a human activity: there are no absolute levels of

organization, independent of the observer. Further, the selection of a

level depends on the phenomena of interest. For example, ecologists and

managers could use guilds or trophic levels instead of communities as

the basis for study and communication, depending on the specific phe-

nomena under observation. Confusion results from the inherent subjec-

tivity associated with identifying and communicating about levels of

organization.

Contrary to typical interpretations, the labels that are commonly

used to describe ecological phenomena are not necessarily size ordered.

For example, a forest community may contain a single organism (a rotting

tree) that encompasses several ecosystems. Similarly, a single organ of a

ruminant organism (the rumen) may contain an ecosystem. To “size order”

these attributes (sensu Figure 5.4) is to define the scale of interest; this

process represents a definition, but it may or may not accurately repre-

sent nature. This would not be problematic, except for the considerable

difficulty in linking levels of organization (Allen and Hoekstra 1992).

Common phenomena must be used to link different levels (e.g., cycling

of a specific element, or growth). Terminology of phenomena must also

be consistent – e.g., individual competition at the level of individuals at

temporal scales of years is not equivalent to competition at the level of

populations over evolutionary time. Strict adherence to labels, in the ab-

sence of appropriate context, generates difficulty in communication

and, therefore, confusion.

The “tower” model of organization (Figure 5.4) provides a familiar

example with which to illustrate this problem. This model clearly does
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not represent a size-ordered view of the world. It is intended to provide

generality, yet it actually accounts for relatively little flow of energy or

materials through ecosystems (Allen and Hoekstra 1990, 1992). We rec-

ognize that the use of traditional terminology will continue (e.g., labels

associated with the tower model), and we believe that this use is appro-

priate if it is recognized that most labels are arbitrary, subjective cate-

gories that are not scale defined. In fact, use of traditional terminology

is preferred over the development of new terms in the absence of new

concepts (McIntosh 1980) (Figure 5.5).

Ecology and management within a socio-political context

There are some indications that ecology is primarily a “social” activity,

which is consistent with Beckett’s (1990) view about all scientific activi-

ties. For example, ecology is characterized by “invisible colleges” of col-

leagues that influence the development and resulting application of

ecological theory (McIntosh 1980). An extreme interpretation of this

view suggests that ecological theory is largely a function of sociology, an

arena in which science is severely constrained. Ecologists influence the

outcome of scientific investigations by selecting the level of study (e.g.,

organisms, populations, ecosystems) and the phenomena of interest

(e.g., growth, energy flow). Ideally, these decisions are made with an aim

toward the generation of reliable knowledge via hypothesis testing (sensu

Chapter 1).
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Figure 5.4 Eight levels of organization in ecology arranged in a straight
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The phenomena that are observed and described depend on the

level of organization selected by the observer (Allen et al. 1984). For

example, a physiological ecologist who chooses to focus on leaf-level

phenomena will probably advance our understanding of population dy-

namics very slowly or not at all. Similarly, an ecologist who studies

trends in populations over space or time will probably fail to uncover

mechanistic explanations for changes in populations at lower or higher

levels of organization. Because few individuals have the intellectual

capacity or energy to understand numerous levels of organization, im-

portant ecological knowledge probably lies undiscovered by the rele-

vant investigators. Inability to link ecological subdisciplines hinders the

development of ecology as either a predictive or explanatory science.

Similarly, natural resource managers do not have sufficient time to

read the ecological literature and link together information from
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various sources. The resulting failure to integrate information across

several levels of organization undoubtedly constrains the effective

application of ecological information.

Ecologists exert considerable influence on the patterns and

processes that are discovered and described because investigators select

the domain of interest. Such selection is usually done with little or no

input from the management community. For example, ecologists have

been captivated with the study of competition for at least a century, and

this fascination has come at the expense of studies on other processes.

Several hypotheses have been offered to explain the focus on competition

(Keddy 1989): (1) scientists are influenced by their culture, and ecology

has developed rapidly in the United States; (2) competition is obviously in-

teresting to people, especially in contrast to other ecological processes;

(3) gender bias in the male-dominated field of ecology has favored studies

of aggression rather than, for example, mutualism; (4) ecological re-

search is highly atypical of organisms occupying the earth, with a taxo-

nomic bias in favor of vertebrates; (5) competition within the scientific

community has selected for aggressively competitive individuals; and (6)

elitism within the ranks of ecology has allowed relatively few individuals

to set the agenda for the entire discipline.

Ecologists also select the grain and extent of studies, and these at-

tributes determine the limits on the spatial and temporal scale of ob-

servable phenomena. Coarse-grained studies (e.g., studies that rely on

satellite imagery) can not detect fine-grained phenomena (e.g., dietary

requirements of a specific bird species), and fine-grained studies are in-

effective for the determination of large or long-term processes (e.g., suc-

cessional pathways).

Obstacles to communication may also interfere with the progress

of ecology and its application. The inherent subjectivity of peer review

makes the process vulnerable to bias and inconsistency. In some disci-

plines, the perceived status of authors and consistency of the results

with orthodox views may be more important than the quality of the re-

search in determining whether research is published (Mahoney 1976;

Peters and Ceci 1982; Keddy 1989). Although the process of peer review

has not been studied in ecology, there is no reason to believe that ecolo-

gists are less susceptible to bias than other scientists. A partial solution

to this problem would be double-blind reviews of research proposals and

manuscripts, which are common in some disciplines but rare in ecology

and management.

Despite the presence of these constraints on the development of

scientific knowledge, we do not hold a postmodernist philosophy about
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ecology, and we are not suggesting that ecology is characterized by

scientific relativism (sensu Dennis 1996). Ecology operates within the

sphere of a single physical universe characterized by facts, patterns, and

processes that are known or knowable by all observers. Although the pace

of discovery is influenced by the socio-political and cultural environ-

ment, we do not question the existence of these discoveries or the associ-

ated facts. In this way, science is distinct from art: whereas a significant

artistic contribution could come only from a specific artist, a scientific

contribution will be discovered (if not by a particular scientist, then by

another at a later time). However, we believe that some controversies can

be resolved by recognizing the relative importance of socio-political or

cultural factors in the debate.

applying ecology

We have reached a critical juncture in the management of natural re-

sources. Managers are drowning in a sea of information, but much of the

information is not relevant to management. It is incumbent on man-

agers to determine which elements of the expansive ecological literature

are relevant to specific management objectives, and to extrapolate con-

cepts generated elsewhere into activities at a particular site. Ecologists

have begun to make a commitment to applied environmental research,

and they need guidance and support from the management community.

Managers and ecologists stand to benefit from the other, but they are

struggling to break down old barriers and to “connect” with each other.

Fortunately, most of the impediments to ecologically based manage-

ment of natural resources are related to the psychology and sociology of

investigators and managers – and these obstacles can be overcome with

patience, persistence, and enhanced communication. It seems clear that

progress will not occur by collecting yet another data set consistent with

established dogma, or by continuing rhetorical debates. Careful, in-

formed thought, rather than tradition and habit, should serve as a basis

for natural resource management and should guide the selection of re-

search questions, systems, and conceptual approaches.

For maximum effectiveness, resource managers must understand

how scientific knowledge is obtained. For example, not all information

generated by scientists will enable managers to predict accurately the

response of a plant community to a specific disturbance or manipulation.

Some research findings present untested hypotheses rather than docu-

mented responses of different ecosystems to different disturbances. In

fact, most research journals encourage authors to describe potential
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mechanisms for observed patterns. Managers and policy-makers routinely

confuse these tentative, untested hypotheses for tested, documented phe-

nomena and use the former as a basis for decisions. Such reliance on

untested hypotheses may be necessitated by the absence of reliable knowl-

edge derived from rigorous tests; however, managers should recognize the

limitations of these hypotheses. When asked to make predictions, the

usual response of scientists is to proceed blithely; if they perceive the prob-

lem inherent in making predictions based on tentative hypotheses, they

equivocate. Neither blithely proceeding nor equivocating provides useful

information for solving management problems.

Fortunately, managers can contribute to scientific inquiry, and

therefore bridge the gap between ecology and management, via several

specific means. These include posing tractable questions, helping design

ecological experiments, seeking management implications from pub-

lished research, understanding the difference between hypotheses and

predictions, understanding weak inference, assessing experimental

techniques and research methods, and facilitating insightful research

experiments on lands within their jurisdiction.

Ecologists, too, can take steps to link science and management. For

example, scientists can conduct research within the context of local man-

agerial problems, and thus use local ecosystems to examine how plant or

animal populations might respond to experimental manipulations.

Experiments are often conducted under a certain set of conditions and the

results are published, after which the scientist moves on to other projects:

the generality of experimental findings is rarely evaluated. In fact, a cynic

might conclude that the primary products of scientific research are con-

troversy, confusion, and publications – in other words, the aim of most re-

search is to generate discussion or produce papers in scientific journals,

rather than answer specific questions or further the understanding of

complex natural systems (Hobbs 1998). In contrast to this cynical view, re-

searchers can work with local land managers to assess the generality of

their work by attempting to predict the response of plant or animal popu-

lations under conditions that differ from their original experiment. This

effort could have significant benefits for both science and management.

In addition to the generation of reliable knowledge via experimentation

and routine assessment of experimental research, ecologists should

continue the development of monitoring protocols to evaluate the success

of management actions. Scientists should encourage managers to use

monitoring protocols that are based on measurable, clear objectives (e.g.,

to identify changes in species composition over time) (Wicklum and

Davies 1995; Lélé and Norgaard 1996; McPherson 1997). Finally, scientists
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can facilitate management by focusing on questions that address impor-

tant management issues within the context of a mechanistic program of

research, synthesizing relevant research from their research and that

conducted by other scientists, supplying information in outlets accessible

to managers, and responding to requests for information and advice in a

timely and thoughtful manner.

The world needs general, predictive ecological theory for the con-

servation and appropriate use of natural resources, but the development

of such a predictive ecology represents a monumental undertaking.

Further, natural resource management is among the most difficult of

human endeavors. Managers hold the key to conservation biology, includ-

ing the retention of biodiversity, maintenance of ecosystem function, and

production of services and products for human use. Thus, ecologists and

managers can be satisfied that their efforts are important to the effective

management of earth’s ecosystems. They should be inspired by the

pressure and the challenge imposed by current and future generations

(Figure 5.6).
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Figure 5.6 Trained dogs help a biologist locate quail. Photo by Stephen
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