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on this subject and to increase the understanding of its read-
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Preface

The impact of climate change at the global level is severe, espe-
cially in the developing world, and the social and economic 
implications in China, India, Brazil, and the poor countries of 
the tropical belt in Africa and Latin America. This book about 
the stakes for world agriculture makes a major contribution on 
this score. This analysis has significant implications for all con-
cerned about global warming effect on crop productivity due to 
climate change and long-term agriculture technique develop-
ment. This study confirms the asymmetry between potentially 
severe agricultural damages such as the effect on crop yield due 
to variation in temperature.

Agriculture sustainability has become the basic principle of 
modern agriculture and it implies the successful management 
of agricultural resources to satisfy human needs of food, fiber, 
fruits, forest and fuel without endangering the environment. 
This has achieved relatively higher importance in the last few 
decades and has become an inevitable part of the syllabus of 
any agricultural course in universities and institutes. This book 
is written in the context of the ‘global climate change and effect 
on crop yield and agriculture productivity’, and all the chapters 
are contributed by experts scientists, professors and researchers 
in their respective field. This book is intended to provide rel-
evant information and opportunities for productive engagement 
and discussion among government negotiators, experts, stake-
holders, and others involved and interested in climate change 
and agriculture. For this report, the institute convened a team 
of international, independent expert authors, and facilitated the 
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work of the author’s team as well as a series of informal dia-
logues with a broad range of country negotiators, nongovern-
mental organisations and agricultural experts.

We are highly thankful and obliged to Dr. H.S. Gaur, vice 
chancellor of SVPUA&T, Meerut, for his persistent encourage-
ment and valuable suggestion for the successful completion of 
this manuscript. We have received generous help from many 
senior scientists and fellow teachers for the preparation of this 
book under the guidance of Professor Shivendra Vikram Sahi, 
head, Department of Biotechnology, Ogden College of Science 
and Engineering, Western Kentucky University, Bowling Green, 
Kentucky, USA. We will remain ever-indebted to our respected 
teacher Professor V.P. Singh, head and dean, Department of Plant 
Science, MJP Rohilkhand University, Bareilly, Dr. Anil Gupta, 
professor and head, Department of Molecular Biology and 
Biotechnology, College of Basic and Tech, Pantnagar, Udham 
Singh Nagar; Professor Vinay Kumar Sharma, Department 
of Bioscience and Biotechnology, Banasthali, Rajasthan; 
Professor R.P. Singh, Department of Biotechnology, Indian 
Institute of Technology (IIT) Roorkee; Professor P.K. Gupta, 
Chaudhary Charan Singh (CCS) University, Meerut; Professor 
N.S. Sikhawat, Department of Biotechnology, Jai Narayan 
Vyas (JNV) University, Jodhpur; Dr. N.K. Singh and Dr. T.R. 
Sharma, principal scientist, biotechnology, National Research 
Centre on Plant Biotechnology, New Delhi; Professor Akhilesh 
Tyagi, director, National Institute of Plant Genome Research 
(NIPGR), New Delhi, Chandigarh; Professor B.D. Singh, 
Banaras Hindu University (BHU), Varanasi; Professor R.L. 
Singh, Dr. Ram Manohar Lohia Avadh (RMLA) University, 
Faizabad; Dr. Sundeep Kumar Sharma and Dr. Rakesh Singh, 
National Bureau of Plant Genetic Resources (NBPGR), New 
Delhi; Dr. Dharmendra Singh, Indian Agriculture Research 
Institute (IARI), New Delhi and Dr. A.K. Sharma, Ramie 
Research Station (ICAR), Sorbhog, Barpeta, Assam, for their 
extraordinary help in shaping this book. We are highly thank-
ful to our colleagues and faculty members of the College of 
Biotechnology and Department of Agriculture Biotechnology, 
SVPUA&T, Meerut for extending valuable comments and for 
helping directly and indirectly. It would be rather impossible to 
list all those who have provided encouragement and help in the 
preparation of this book. I am extremely thankful to all of them.

The first author will ever remain grateful to his reverend 
parents (Dr. Sanwal Singh Sengar and Smt. Kamla Sengar) 
who kindly inspired him for this contribution, his wife Sarita, 
and kids (Divyanshu and Kartikey) who gave him persistent 
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encouragement by their smiling faces to enable him to write the 
manuscript. As a first author, I express my due gratitude to my 
younger brother (Dr. Rajesh Singh Sengar), his better half (Smt. 
Kalpana Sengar) and kids (Saumya and Amranshu) for their 
affection, continuous help, and cooperation during the prepara-
tion of the manuscript. We are very grateful to Dr. Gagandeep 
Singh, Jennifer Stair, Kate Gallo, Arlene Kopeloff, Florence 
Kizza, Karolina, Syed Mohamad Shajahan and Taylor & Francis 
for their kind cooperation and support from idea to bringing out 
this publication in a presentable form.

I would like to express my sincere gratitude towards my 
mentor Late Professor H.S. Srivastav, who has always been 
a source of strength and moral support in all my endeavours, 
especially in the field of life sciences. I hope this book will 
satisfy the needs of the majority of academicians, scholars and 
students. Benediction of many dignitaries from ICAR Institute, 
South Asian University (SAU) and IIT has led me to the com-
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their same cooperation for quality improvements and wish that 
I serve the society at large in a better way. I am indebted to 
everyone who is directly or indirectly involved in the successful 
completion of this book.

Dr. Rakesh Singh Sengar
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About the Book

This book reports on the results of experiments to assess the 
effects of global climate change on crop productivity. It cov-
ers issues such as CO2, ozone on plants, productivity fertilisa-
tion effect, UV (ultraviolet) radiation, temperature and stress on 
crop growth. Agriculture is a complex sector involving differ-
ent driving parameters (environmental, economic and social). 
It is now well recognised that crop production is very sensitive 
to climate change with different effects according to the region. 
This book underlines such concerns about the current status of 
our environment and agriculture.

This book analyses the global consequences to crop yields, 
production and risk of hunger of linked socio-economic and 
climate scenarios. The potential impacts of climate change 
are estimated for use to evaluate consequent changes in global 
cereal production, cereal prices and the number of people at 
risk from hunger. The crop yield results elucidate the complex 
regional patterns of projected climate variables, CO2 effects 
and agricultural systems that contribute to aggregations of 
global crop production.

This book contains 19 chapters and discusses the impact 
of changing climate on agriculture, environment stress physi-
ology, adaptation mechanism, climate change data of recent 
years, impact of global warming and climate change on differ-
ent crops such as sugarcane, wheat, rice and medicinal plants. 
The concluding chapter gives an idea of the overall global 
picture in terms of the effect already discussed in response of 
crops to climate change during abiotic stress. This book also 
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attempts to underline various strategies for reducing agricul-
ture’s vulnerability to climate change and for adaptation to the 
ongoing climate change.

This book will be useful for agriculturists, environmentalists, 
climate change specialists, policy makers and research scholars 
engaged in research on climate agriculture-related issues.
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2 CLIMATE CHANGE EFFECT ON CROP PRODUCTIVITY

Abstract

Climate change is looming large towards humanity in 
the coming decades. Agriculture also produces signifi-
cant effects on climate change as a possible contributor 
of greenhouse gasses to the atmosphere and as an indus-
try that is highly sensitive to climatic changes. Climate is 
significant in the distribution, productivity and security 
of food. There should be a realisation that climate is both 
a resource to be managed wisely and a hazard to be dealt 
with. Thus, a portfolio of assets to prepare for climate 
change is needed. This chapter discusses in global detail, 
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with special reference to India, the contribution of agri-
culture towards climate change, its implication, abate-
ment, trade-off, adaptation and adjustment with barriers 
and policy recommendations towards achieving climate-
smart agriculture.

1.1 Introduction

The major environmental problem of our time is the threat of 
global climate change, which is due to anthropogenic modifica-
tion of the atmosphere (Anonymous, 2001a–e; 2007a–c, 2008a; 
Chakravarty and Mallick, 2003). Fossil fuel consumption cou-
pled with deforestation has increased the concentration of CO2 
in the atmosphere by some 25% (Wittwer, 1990; Chakravarty 
et al., 2012). The increasing greenhouse gases (GHGs) resulted 
in global warming by 0.74°C over the past 100 years and 11 of 
the 12 warmest years were recorded between 1995 and 2006 
(Anonymous, 2007b). The IPCC projections on temperature 
predict an increase of 1.8–4.0°C by the end of this century 
(Anonymous, 2007b). The issues of climate change due to this 
warming have led to a serious concern of agricultural productiv-
ity worldwide, because agriculture is both a possible contributor 
of GHGs to the atmosphere (Waggoner, 1992; Duxbury et  al., 
1993; Jackson and Geyer, 1993; Bakken et  al., 1994; Jallow, 
1995; Krapfenbauer and Wriessnig, 1995; Zeddies, 1995; Tinker 
et al., 1996; Boyle and Lavkulich, 1997; Fearnside, 1997) and an 
industry that is highly sensitive to climatic variates (Rogers and 
Dahlman, 1993; Hofreither and Sinabell, 1996).

Global warming and climate change are often interchange-
ably used and understood, but these terms are not identical. 
Climate change includes both warming and cooling conditions, 
while global warming pertains only to climatic changes related 
to increase in temperatures (Grover, 2004). The climatic system 
is a complex interactive system consisting of the atmosphere, 
land surface, snow and ice, oceans and other bodies of water 
and living things. The atmospheric component of the climatic 
system most obviously characterises climate. It is often defined 
as ‘average weather’. Climate is usually described in terms of 
the mean and variability of temperature, precipitation and wind 
over a period of time ranging from months to millions of years 
(Anonymous, 2007a).

First of all, all over the world, there has been a slow but steady 
rise in temperature over the last few decades. Moreover, along-
side this warming, the globe has also been subject to a general 
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decline in rainfall since the first half of the nineteenth century 
(Nicholson, 1994, 2001). While one may be inclined to think 
only in terms of more dramatic weather events such as floods, 
droughts, storms and hurricanes, adversely affecting agricultural 
production, it is important to note that even small changes in cli-
mate could feasibly have substantial effects, particularly if coun-
tries do not have the necessary technology and/or endowments to 
deal with these. Indeed, agronomic models of climate sensitivity 
suggest that climate changes in most developing countries are 
likely to be harmful and can make agricultural areas less produc-
tive (Reilly et al., 1994; Rosenzweig and Parry, 1994).

In India, an increasing trend in temperature and no signifi-
cant changes in rainfall (with some regional variations) has been 
reported during the last 100 years (Mooley and Parthasarathy, 
1984; Hingane et  al., 1985; Thapliyal and Kulshrestha, 1991; 
Rupa Kumar et  al., 1992, 1994, 2003; Kripalani et  al., 1996; 
Pant et  al., 1999; Singh et  al., 2001; Stephenson et  al., 2001; 
May, 2002; Singh and Sontakke, 2002; Mall et al., 2006, 2007) 
and projected during the last part of the twenty-first century in 
the range of 0.7–5.8°C (Bhaskaran et al., 1995; Lal et al., 1995, 
2001; Lonergan, 1998; Anonymous, 2001e; Rupa Kumar and 
Ashrit, 2001; Rupa Kumar, 2002; Rupa Kumar et  al., 2003). 
Analyses done for India generally show temperature, heat 
waves, droughts and floods and sea levels increasing, while 
glaciers decrease, which is similar to that reported by IPCC 
(Ninan and Bedamatta, 2012). The magnitude of the change 
varies in some cases. However, some regional patterns were 
noted. The areas along the west coast, North Andhra Pradesh 
and North-West India, reported an increase in monsoon rainfall. 
Some places across East Madhya Pradesh and adjoining areas, 
North-East India and parts of Gujarat and Kerala (−6% to −8% 
of normal over 100 years), recorded a decreasing trend. Surface 
air temperature for the period 1901–2000 indicates a significant 
warming of 0.4°C over 100 years. The spatial distribution of 
changes in temperature indicated a significant warming trend 
along the west coast, Central India, interior Peninsula and 
North-East India. However, a cooling trend was observed in the 
North-West and some parts of Southern India. There is evidence 
that the glaciers in the Himalayas are receding at a rapid pace. 
It is projected that by the end of the twenty-first century, rainfall 
will increase by 15–31% and the mean annual temperature will 
increase by 3–6°C. The warming will be more pronounced over 
land areas with the maximum increase in northern India. The 
warming is also projected to be relatively greater in the winter 
and post-monsoon seasons (Ninan and Bedamatta, 2012).
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1.2 Agriculture as a contributor

At the same time, agriculture has not only been shown to pro-
duce significant effects on climate change primarily through 
the production and release of GHGs, such as carbon dioxide, 
methane and nitrous oxide, but also by altering the Earth’s land 
cover that can change its ability to absorb or reflect heat and 
light, thus contributing to radiative forcing. Land use change 
such as deforestation and desertification, together with the use 
of fossil fuels are the major anthropogenic sources of carbon 
dioxide. Besides the problems associated with land use through 
deforestation for example, can translate into increased ero-
sion. Agriculture itself is the major contributor to increasing 
methane and nitrous oxide concentrations in the Earth’s atmo-
sphere. Agricultural practices themselves have often added to 
the water shortage problem as in Africa or other arid/semi-
arid areas more than anywhere else due to the differences in 
property rights. More precisely, because farmers are often not 
the owners of the land they work on, the preservation of natu-
ral resources is generally viewed as a secondary objective. In 
addition, pressures represented by increasing populations and 
changing technology add to the problem of land deterioration 
related to agricultural practices (Drechsel et al., 2001). Another 
illustration of environment-damaging agricultural practices 
is the intense use of fertilisers in low-quality lands. As yields 
increase, so will water consumption, thus creating a vicious 
circle (Gommes and Petrassi, 1996).

Agriculture releases into the atmosphere significant amounts 
of GHGs, that is, CO2, CH4 and N2O (Cole et  al., 1997; 
Anonymous, 2001a,b; Paustian et  al., 2004). CO2 is released 
from microbial decay or burning plant litter and soil organic 
matter (Janzen, 2004; Smith, 2004a–c); CH4 from fermenta-
tive digestion by ruminants, stored manures, paddy cultivation 
or decomposition of organic materials in anaerobic conditions 
(Mosier et  al., 1998) and N2O from microbial transformation 
of nitrogen in soils and manures especially under wet condi-
tions where available nitrogen exceeds plant requirements 
(Smith and Conen, 2004; Oenema et  al., 2005). Direct agri-
cultural emissions were 10–12% of the total anthropogenic 
GHG emissions in 2005, that is, 5.1–6.2 Pg CO2-eq. (Smith 
et  al., 2007a). CH4 contributes 3.3 GtCO2-eq. year−1 and N2O 
2.8 GtCO2-eq. year−1. Of the global anthropogenic emissions in 
2005, agriculture accounted for about 60% of N2O and about 
50% of CH4 (Denman et  al.,  2007). Globally, agricultural 

Global trends
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CH4 and N2O emissions have increased by nearly 17% from 
1990 to 2005, an average annual emission increase of about 60 
MtCO2-eq. year−1 (Anonymous, 2006a,b). Three sources—bio-
mass burning (N2O and CH4), enteric fermentation (CH4) and 
soil N2O emissions—together explained 88% of the increase. 
Livestock (cattle and sheep) account for about one-third of 
global anthropogenic emission of CH4 (Murray et  al., 1976; 
Kennedy and Milligan, 1978; Crutzen, 1995; Anonymous, 
2006a). Agricultural lands generate very large CO2 fluxes 
both to and from the atmosphere (Anonymous, 2001a) but the 
net flux is small (Smith et  al., 2007a), which amounts to 40 
MtCO2-eq. in 2000, less than 1% of global anthropogenic CO2 
emissions (Anonymous, 2006b). GHG emissions from defor-
estation mainly in tropical countries contributed an additional 
5.9 Pg CO2-eq. per year (with an uncertainty range of ±2.9 Pg 
CO2-eq.), thus equalling or exceeding emissions from all other 
agricultural sources combined.

Agricultural N2O emissions will increase 35–60% till 2030 
due to increasing use of nitrogenous fertiliser and animal 
manure production (Mosier and Kroeze, 2000; Anonymous, 
2003, 2006a). If the demands for food increase and the diet 
shifts as projected, then annual emissions of GHGs from 
agriculture may escalate further (Smith et al., 2007a). If CH4 
emissions increase proportionately with increasing livestock, 
then it is projected that CH4 emission will increase by 60% till 
2030 (Anonymous, 2003) while both enteric fermentation and 
manure management will increase CH4 emission by 21% from 
2005 to 2020 (Anonymous, 2006a). Further, although global 
rice production areas will increase to 4.5% by 2030, substantial 
CH4 emission is not expected, which may be due to less rice 
grown in continuous flooding under future water-scarce condi-
tions or due to rice cultivars emitting less CH4 (Wang et  al., 
1997). But a sustained increase in the area of irrigated rice 
between 2005 and 2020, a 16% increase in CH4 emission is pro-
jected (Anonymous, 2006a). The baseline 2020 emissions for 
non-CO2 GHGs is 7250 MtCO2-eq. Non-CO2 GHG emissions 
in agriculture are projected to increase by about 13% from 2000 
to 2010 and by 13% from 2010 to 2020 (Anonymous, 2006b). 
Unfortunately, for non-CO2 GHG emission estimates, there 
is no baseline for 2030. Assuming a similar rate of increase 
from 2000 to 2020, the 2030 global agricultural non-CO2 GHG 
emissions were projected to increase 13% during 2000–2010 
and 2010–2020, while 10–15% increase were projected for 
2020–2030, that is, from 8000 to 8400 with a mean of 8300 
MtCO2-eq. by 2030 (Anonymous, 2006a). Moreover, the future 
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evolution of CO2 emissions from agriculture is uncertain 
(Smith et al., 2007a). Fortunately, stable/declining deforestation 
(Anonymous, 2003) and increased adoption of conservation 
tillage practices (Anonymous, 2001c) will decrease CO2 emis-
sion (Smith et al., 2007a).

The magnitude of emissions and relative importance of the dif-
ferent sources vary widely among 10 world regions: developing 
countries of South Asia, developing countries of East Asia, sub-
Saharan Africa, Latin America and the Caribbean, Middle East 
and North Africa, Caucasus and Central Asia, Western Europe 
(EU 15, Norway and Switzerland), Central and Eastern Europe, 
OECD Pacific (Australia, New Zealand, Japan and Korea) and 
OECD North America, that is, Canada, the United States and 
Mexico (Anonymous, 2006a). Non-Annex I countries compris-
ing five regions contributed 74% of total agricultural emissions. 
N2O emissions from soils primarily due to N fertilisers and 
manures were the main GHG source from seven regions, while 
CH4 from enteric fermentation was the main GHG source in the 
other three regions (Latin America and Caribbean, the countries 
of Eastern Europe, the Caucasus and Central Asia and OECD 
Pacific). This was due to 24% and 36% of global sheep and cattle 
population in these three regions (Anonymous, 2003).

Rice production emitted 97% and biomass burning emitted 
92% of the total world CH4 emissions in developing countries, 
while South and East Asia dominated the emissions from rice 
production with 82% and emissions from biomass burning 
dominated with 74% in sub-Saharan Africa, Latin America and 
the Caribbean. Developed regions with 52% of total emissions 
from only manure management were higher than the develop-
ing regions with 48% of total emissions (Anonymous, 2006a). 
However, CO2 emissions and removal from agricultural lands 
in these 10 regions are uncertain as some countries reported net 
emissions while some reported net removals, but countries from 
Eastern Europe, the Caucasus and Central Asia had an annual 
emission of 26 MtCO2 year−1 in 2000 (Anonymous, 2006b).

The Middle East, North Africa and sub-Saharan Africa 
were the highest emitters of GHGs with a combined 95% 
increase in the period 1990–2020 (Anonymous, 2006a). The 
per capita food production is either declining or at levels lesser 
than adequate in sub-Saharan Africa (Scholes and Biggs, 2004) 
due to low and declining soil fertility along with inadequate 
fertiliser inputs (Sanchez, 2002; Smith et al., 2007a). The rising 
wealth of urban populations in this region (South and Central 
Africa, including Angola, Zambia, Democratic Republic of 

Regional trends
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Congo, Mozambique and Tanzania) will increase the demand 
for livestock products, intensifying and expanding agriculture 
to still largely unexploited areas, thereby resulting in higher 
GHG emissions (Smith et al., 2007a). In East Asia, with a 4 and 
12 times increase of milk and meat production, respectively, 
from 1961 to 2004 (Anonymous, 2006c) and its projected 
continued increase in consumptions, the GHG emissions are 
expected to increase 86% and 153%, respectively, from enteric 
fermentation and manure management, during 1990 to 2020 
(Anonymous, 2006a). In a pursuit to ensure food security for its 
teeming population, South Asia will be using more and more 
nitrogenous fertiliser and manure, thereby increasing its GHG 
emission (Anonymous, 2006a).

Deforestation of cropland and grassland in the Latin America 
and Caribbean resulted in increased emissions of GHG, mainly 
CO2 and N2O (Anonymous, 2006c). N2O emissions have sig-
nificantly reduced in the countries of Central and Eastern 
Europe, the Caucasus and Central Asia for their decreased use 
of nitrogenous fertilisers since 1990. However, driven by favour-
able economic conditions in these countries, the use of nitrog-
enous fertilisers may shoot up again, which will result in 32% 
increase of N2O emissions from soils by 2020 (Anonymous, 
2006c). Non-CO2 GHG emissions increased consistently from 
the agricultural sector between 1990 and 2020 in OECD North 
America and OECD Pacific with an 18% and 21% increase, 
respectively. These emissions were from manure manage-
ment and N2O from soils. In Oceania, emission increased due 
to exponential increases of nitrogenous fertiliser use, while in 
North America it increased due to management of manure from 
cattle, poultry and swine production along with manure applica-
tion to soils. Fortunately, CO2 emission from land conversion 
has been reduced in both these regions having active vegeta-
tion policies restricting further clearing (Anonymous, 2006a). 
The only region in the globe with decreased projection of GHG 
emissions from agriculture till 2020 is Western Europe due to its 
adoption of climate-specific and environmental policies along 
with economic constraints on agriculture (Anonymous, 2006a).

1.3  Global agricultural land use change 
and implication

 Out of the total agricultural land globally in 2002 (5023 Mha), 
pasture has 3488 Mha or 69% dominated, followed by cropland 



9CLIMATE CHANGE VIS-à-VIS AGRICULTURE

with 1405 Mha or 28% (Anonymous, 2006c). During the past 
four decades, driven by increasing population pressure, agri-
cultural land increased by 500 Mha added from other land 
uses, especially in the developing world with the conversion 
of 6 Mha forests and 7 Mha other land annually, with a pro-
jection of an additional 500 Mha up to 2020 mostly in Latin 
America and sub-Saharan Africa (Fedoroff and Cohen, 
1999; Rosegrant et  al., 2001; Huang et  al., 2002; Trewavas, 
2002; Green et al., 2005). Technological progress has enabled 
remarkable improvements in land productivity and increasing 
per capita food availability, although from a per capita declin-
ing land availability. The share of animal diets has consistently 
increased, particularly poultry in the developing countries of 
South and South-East Asia and sub-Saharan Africa due to eco-
nomic progress and changing lifestyles (Rosegrant et al., 2001; 
Roy et al., 2002; Smith et al., 2007a). Annual GHG emissions 
from agriculture are expected to rise in the coming decades 
due to escalating demands of food and shifts in diet. The main 
trend in the agricultural sector with the implications for GHG 
emissions or removals can be outlined as follows:

• Driven by the declining rate of land productivity, the use 
of marginal lands (increase in the risk of soil erosion/
degradation), more irrigation, fertiliser and energy (for 
moving and manufacturing fertiliser) will increase CO2 
emission (Schlesinger, 1999; Mosier, 2001; Lal 2004a,b; 
Van Oost et al., 2004).

• Globally, in 1999, the area under zero-tillage was 50 Mha, 
which was 3.5% of the total arable land and is increas-
ingly adopted (Anonymous, 2001c). However, such prac-
tices are frequently combined with periodical tillage, 
making the assessments of GHG balance highly uncertain 
(Smith et al., 2007a). Furthermore, the use of agricultural 
products such as bio-plastics, bio-fuels and biomass as 
substitutes for fossil fuel-based products is an encourag-
ing trend that has a potential to reduce GHG emissions.

• Growing demand of animal products may further accel-
erate land use change (from forest to grassland) and 
larger herds of livestock with higher manure produc-
tion and management thus will increase GHG emission 
(Smith et al., 2007a).

• In a more open-market economy-driven world with 
changes in policies (e.g. subsidies), encouraging interna-
tional trade of agricultural products caused by regional 
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increase of production and demands will increase CO2 
emission further due to greater use of energy for trans-
portation (Smith et al., 2007a).

1.4 Climate change impacts

Climate change will have a profound impact on human and 
ecosystems during the coming decades through variations in 
global average temperature and rainfall (Anonymous 2001a, 
d,e). The temperature of the temperate and polar regions will 
increase (Wittwer, 1990), decreasing the snowing period 
(Seino, 1995); thereby increasing the length and intensity of 
growing periods (Wittwer, 1980; Decker et  al., 1985) and 
growing degree units (Rosenzweig, 1985). The consequences 
include melting glaciers, sinking of oceans, more precipitation, 
more and more extreme and unpredicted weather events, shift-
ing seasons, increasing incidences and resurgence of pests, 
weeds and diseases (Chakravarty and Mallick, 2003; Goulder 
and Pizer, 2006; Ninan and Bedamatta, 2012). Tropical coun-
tries are likely to be affected more than the countries in the 
temperate regions (Anonymous, 2007a,b). Climate change 
poses unprecedented challenges to human society and ecosys-
tems in the twenty-first century, particularly in the developing 
nation in the tropics (Parry, 1990; Parry et  al., 1992, 2004, 
2005; McCarthy et al., 2001). The accelerating pace of climate 
change combined with global population and income growth 
threatens food security (Nelson et al., 2009). It will also affect 
livelihoods and human well-being (Ninan and Bedamatta, 
2012). Populations in the developing world which are already 
vulnerable and food insecure are likely to be more seriously 
affected.

The impact of climate change will persist. This will affect 
the basic elements of life around the world such as access to 
water, food production, healthcare and the environment (Ninan 
and Bedamatta, 2012). Millions of people could suffer from 
hunger, water shortage and coastal flooding as the world gets 
warmer. The overall costs and risks of climate change are 
expected to be equivalent to losing at least 5% of global GDP 
each year, if we do not act now. If a wider range of risks is taken 
into account, the estimated damage could rise to 20% of GDP 
or more (Stern, 2006, 2007). There are certain regions, sec-
tors, ecosystems and social groups which will be affected the 
most by climate change and the consequences of economic glo-
balisation. Managing the impact of climate change, therefore, 
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poses a challenge to governments and societies (Ninan and 
Bedamatta, 2012).

In 2005, nearly half of the economically active population 
in developing countries (2.5 billion) relied on agriculture for 
its livelihood (Nelson et al., 2009). Today three-fourths of the 
world’s poor population live in rural areas (Anonymous, 2008b). 
Agriculture and allied sectors are highly sensitive and vulner-
able to climate change (Adams et al., 1998) as these changes 
will have an impact on agriculture by affecting crops, soil, live-
stock, fisheries and pests, directly and indirectly (Anonymous, 
2007b; Ninan and Bedamatta, 2012). Global warming due to 
the greenhouse effect is expected to affect the hydrological 
cycle namely, precipitation, evapotranspiration and soil mois-
ture, which will pose new challenges for agriculture. The Food 
Policy Report 2009 suggested that agriculture and human well-
being will be negatively affected by climate change (Nelson 
et al., 2009) and summarises the following impact:

• In developing countries, climate change will cause yield 
declines for the most important crops. South Asia will be 
particularly hard hit.

• Climate change will have varying effects on irrigated 
yields across regions, but irrigated yields for all crops in 
South Asia will experience large declines.

• Climate change will result in additional price increases 
for the most important agricultural crops such as rice, 
wheat, maize and soya beans. Higher feed prices will 
result in higher meat prices. As a result, climate change 
will reduce the growth in meat consumption slightly and 
cause a more substantial fall in cereals consumption.

• Calorie availability in 2050 will not only be lower than in 
the no-climate-change scenario. It will actually decline 
relative to 2000 levels throughout the developing world.

• By 2050, the decline in calorie availability will increase 
child malnutrition by 20%, relative to a world with no cli-
mate change. Climate change will eliminate much of the 
improvement in child malnourishment levels that would 
occur with no climate change.

• Thus, aggressive agricultural productivity investments 
of US$ 7.1–7.3 billion are needed to raise calorie con-
sumption enough to offset the negative impacts of climate 
change on the health and well-being of children.

The brunt of environmental changes on India is expected to 
be very high due to greater dependence on agriculture, limited 
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natural resources, alarming increase in human and livestock 
population, changing patterns in land use and socio-economic 
factors that pose a great threat in meeting the growing food, 
fibre, fuel and fodder requirements (Ninan and Bedamatta, 
2012). Droughts, floods, tropical cyclones, heavy precipitation 
events, hot extremes and heat waves are known to impact agri-
cultural production and farmer’s livelihood negatively as all 
agricultural commodities even today are sensitive to such vari-
ability. Increasing glacier melt in the Himalayas will change 
the availability of irrigation especially in the Indo-Gangetic 
plains affecting food production. Further warming is likely 
to lead to a loss of 1.6 million tonnes of milk production in 
India by 2020 (Ninan and Bedamatta, 2012). Total farm-level 
net-revenue loss of 8.4–25% is projected for the country in an 
event of 2°C temperature rise along with a 7% precipitation 
increase, which will amount to a loss of *`81–195 billion (Kavi 
Kumar and Parikh, 1998, 2001a; Sanghi et  al., 1998; Kavi 
Kumar, 2009).

Globally Climate and climatic resources change can affect 
agriculture of both developing and developed countries in a 
variety of ways (Downing, 1996; Watson et  al., 1996; Cline, 
2008). Climate change and agriculture are interrelated pro-
cesses, both of which takes place on a global scale (Anonymous, 
2007c). Climate change is projected to have significant impacts 
on conditions affecting crop and livestock production, includ-
ing temperature, carbon dioxide, glacial run-off, precipitation 
hydrologic balances, input supplies, other components of agri-
cultural systems and the interaction of these elements (Adams 
et al., 1998; Webster, 2008; Gornall et al., 2010). For example, 
crop and livestock yields are directly affected by changes in cli-
matic factors such as temperature and precipitation and the fre-
quency and severity of extreme events such as droughts, floods 
and wind storms/tropical cyclones. Beyond a certain range of 
temperatures, warming tends to reduce yields because crops 
speed through their development, producing less grain in the 
process. It was estimated that warming since 1981 has resulted 
in annual combined yield losses of 40 million tonnes or US $5 
billion (Lobell and Field, 2007).

Higher temperatures also interfere with the ability of plants 
to get and use moisture. Evaporation from the soil acceler-
ates when temperatures rise and plants increase transpiration. 
These conditions determine the carrying capacity of the bio-
sphere to produce enough food for the human population and 
domesticated animals. Despite technological advances such as 

Impacts on 
agriculture
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improved varieties, genetically modified organisms and irriga-
tion systems, weather is still a key factor in agricultural produc-
tivity, as well as soil properties and natural communities (Curry 
et al., 1990; Curtis and Wang, 1998). The effect of climate on 
agriculture is related to variabilities in local climates rather 
than in global climate patterns (Kaufmann and Snell, 1997; 
Freckleton et al., 1999; Gadgil et al., 1999; Tan and Shibasaki, 
2006). The international aspect of trade and security in terms 
of food implies the need to also consider the effects of climate 
change on a global scale. The poorest countries would be hard-
est hit with reductions in crop yields mostly in tropical and sub-
tropical regions due to decreased water availability and new 
or changed insect pest incidence (Anonymous, 2001a,b; Cline, 
2007, 2008). Marine life and the fishing industry will also 
be severely affected in some places. Climate change induced 
by increasing GHGs is likely to affect crops differently from 
region to region. A decrease in potential yields is likely to be 
caused by the shortening growth period, decreases in water 
availability and poor vernalisation. Climatic change would 
affect agriculture in several ways as

• Productivity, in terms of quantity and quality of crops

• Agricultural practices through changes of water use (irri-
gation) and agricultural inputs such as herbicides, insec-
ticides and fertilisers

• Environmental effects relating to frequency and intensity 
of soil drainage (leading to nitrogen leaching), soil ero-
sion, reduction of crop diversity

• Rural space through the loss and gain of cultivated 
lands, land speculation, land renunciation and hydraulic 
amenities

• Adaptation, that is, organisms may become more or less 
competitive, as well as humans’ urgency to develop more 
competitive organisms, such as flood-resistant or salt-
resistant varieties of rice.

The possible changes to climate and atmosphere in the com-
ing decades may influence GHG emissions from agriculture and 
the effectiveness of practices adopted to minimise those (Smith 
et al., 2007a). The concentration of CO2 is projected to double 
within the next century. This will influence the plant growth 
rates, plant litter composition, drought tolerance and nitrogen 
demands (Torbert et al., 2000; Norby et al., 2001; Jensen and 
Christensen, 2004; Henry et  al., 2005; Van Groenigen et  al., 
2005; Long et  al., 2006). Increasing temperatures may not 
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only increase crop production in colder regions due to a longer 
growing season (Smith et al., 2005a,b) but also could accelerate 
decomposition of soil organic matter, releasing stored soil car-
bon into the atmosphere (Fang et al., 2005; Knorr et al., 2005; 
Smith et  al., 2005b). Moreover, changes in precipitation pat-
terns could change the adaptability of crops or cropping sys-
tems selected to reduce GHG emissions (Smith et al., 2007a).

Agriculture will have a two-sided effect: an increased CO2 
climate change, first, directly by the fertilising effect creating a 
higher level of ambient CO2 (both positively and negatively) in 
the atmosphere and, second, indirectly by the effect of change 
in climate on crop, livestock, insect pests, diseases, weeds, soils 
and water supplies (Easterling et al., 1989; Parry et al., 1989, 
1990). These impacts classified as both direct (positive and 
negative) and indirect are listed in Tables 1.1 through 1.3.

The effects of climate change on agriculture vary by region 
and by crop (Adams et al., 1998). Higher growing season tem-
peratures can significantly impact agricultural productivity, 
farm incomes and food security (Battisti and Naylor, 2009). 
In mid and high latitudes, the suitability and productivity of 

table 1.1 Positive impacts on agriculture

S. no. Evidence of climate change
Impact on agricultural 
production

1 Longer frost-free periods Use of higher-yielding 
genetics

2 Lower daily maximum 
temperature in summer

Reduced plant stress

3 More freeze/thaw cycles in 
winter

Increased soil tilt and 
water infiltration

4 More summer precipitation Reduced plant stress
5 More soil moisture Reduced plant stress
6 Higher dew point temperatures Reduced moisture stress
7 Higher intensity of solar output Increased degree days
8 More diffuse light (increased 

cloudiness)
Reduced plant stress

9 Higher water-use efficiency Higher yields
10 Warmer spring soil 

temperatures
Use of higher-yielding 
genetics

11 Reduced risk of late spring or 
early fall frosts

Use of higher-yielding 
genetics

12 Increased atmospheric CO2 
levels

Increased photosynthesis 
and yields
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crops are projected to increase and extend northwards, espe-
cially for cereals and cool season seed crops (Maracchi et al., 
2005; Tuck et al., 2006). Crops prevalent in southern Europe 
such as maize, sunflower and soya beans could also become 
viable further north and at higher altitudes (Hildén et al., 2005; 
Audsley et al., 2006). Here, yields could increase by as much 
as 30% by the 2050s, depending on the crop (Alexandrov et al., 
2002; Ewert et al., 2005; Richter and Semenov, 2005; Audsley 
et al., 2006). Large gains in potential agricultural land was pro-
jected for the Russian Federation in the coming century (64% 
increase over 245 million hectares by the 2080s) due to its 

table 1.2 Negative impacts on agriculture

S. no. Evidence of climate change Impact on agricultural production

1 More spring precipitation causes 
water logging of soils

Delay planting, reduced yields, 
compaction, change to lower-yielding 
genetics

2 Higher humidity promotes disease 
and fungus

Yield loss, increased remediation costs

3 Higher night-time temperatures in 
summer

Plant stress and yield loss

4 More intense rain events at the 
beginning of crop cycle

Re-planting and field maintenance costs; 
loss of soil productivity and soil carbon

5 More droughts Yield loss; stress on livestock; increase in 
irrigation costs; increased costs to bring 
feed and water to livestock

6 More floods Re-planting costs, loss of soil productivity 
and soil carbon; damage to infrastructure 
and logistics

7 More over-wintering of pests due 
to warmer winter low temperature

Yield loss, increased remediation costs

8 More vigorous weed growth due to 
temperature, precipitation and 
CO2 changes

Yield loss, increased remediation costs

9 Summer time heat stress on 
livestock

Productivity loss, increase in miscarriages, 
may restrict cows on pasture

10 Temperature changes increase 
disease among pollinators

Losses to cropping (forage, fruits, 
vegetables) systems

11 Increased taxes or regulations on 
energy-dependent inputs to 
agriculture (e.g. nitrogen fertiliser)

Profitability impacts on producers; loss of 
small-scale farm supply dealers

12 New diseases or re-emergence of 
diseases that had been eradicated 
or under control

Enlarged spread pattern, diffusion range 
and amplification of animal diseases
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longer planting windows and generally more favourable grow-
ing conditions under warming (Fischer et al., 2005). However, 
technological developments could outweigh these effects, 
resulting in combined wheat yield increases of 37–101% by the 
2050s (Ewert et al., 2005).

A record crop yield loss of 36% occurred in Italy for corn 
grown in the Po valley where extremely high temperatures pre-
vailed (Ciais et  al., 2005). It is estimated that such summer 
temperatures in Europe are now 50% more likely to occur as a 
result of anthropogenic climate change (Stott et al., 2004). In 
areas where temperatures are already close to the physiologi-
cal maxima for crops such as seasonally arid and tropical 
regions, higher temperatures may be more immediately det-
rimental, increasing the heat stress on crops and water loss by 
evaporation (Gornall et al., 2010). A 2°C local warming in the 
mid latitudes could increase wheat production by nearly 10%, 
whereas at low latitudes the same amount of warming may 
decrease yields by nearly the same amount. Different crops 
show different sensitivities to warming. It is important to note 
the large uncertainties in crop yield changes for a given level 
of warming.

table 1.3 Indirect impacts on agriculture

S. no. Situational change Impact on agriculture

1 Regulation involving greenhouse 
gas emissions

Potential increased costs to meet new 
regulations; opportunities to participate in 
new carbon markets and increase profits

2 Litigation from damages due to 
extreme events or management of 
carbon markets

Legal costs may increase

3 New weed and pest species 
migration

Control strategies will have to be developed; 
increased pest management costs as well as 
crop losses

4 Vigorous weed growth results in 
increased herbicide use

Increase in resistance or reduction in time to 
development of resistance; regulatory 
compliance costs or litigation over off-site 
damages from pesticides

5 Possibility of increased inter-annual 
variability of weather patterns

Increased risk in crop rotation, genetic 
selection and marketing decisions

6 Increased global demand for food 
production due to climate and 
demographic changes

New markets; increase in intensification of 
production; increase in absentee ownership

7 Increased period for forage 
production

Decreased need for large forage storage 
across winter for livestock operations
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Water is vital to plant growth, so varying precipitation pat-
terns forcing a northward advance of monsoon rainfall further 
into Africa and Asia, increasing the occurrence of total rainfall, 
will have a significant impact on agriculture (Parry et al., 1988, 
1989; Wittwer, 1990). This rainfall will also be more intense in 
its occurrence and therefore will propagate flooding and ero-
sion. Food production can also be impacted by too much water 
(Gornall et al., 2010). Heavy rainfall events leading to flooding 
can wipe out entire crops over wide areas and excess water can 
also lead to other impacts, including soil water logging, anaer-
obicity and reduced plant growth. Indirect impacts include 
delayed farming operations. Agricultural machinery may not 
be adapted to wet soil conditions. The proportion of total rain 
falling in heavy rainfall events appears to be increasing and 
this trend is expected to continue as the climate continues to 
warm. A doubling of CO2 is projected to lead to an increase in 
intense rainfall over much of Europe. In the higher end projec-
tions, rainfall intensity increases by over 25% in many areas 
important for agriculture. As over 80% of total agriculture is 
rain-fed, projections of future precipitation changes often influ-
ence the magnitude and direction of climate impacts on crop 
production (Olesen and Bindi, 2002; Tubiello et al., 2002). The 
impact of global warming on regional precipitation is difficult 
to predict owing to strong dependencies on changes in atmo-
spheric circulation, although there is growing confidence in 
projections of a general increase in high-latitude precipitation, 
especially in winter and an overall decrease in many parts of 
the tropics and sub-tropics (Anonymous, 2007b).

Precipitation is not the only influence on water availability. 
Increasing evaporative demands owing to rising temperatures 
and longer growing seasons could increase crop irrigation 
requirements globally by between 5% and 20% or possibly 
more by the 2070s or 2080s, but with large regional variations, 
increasing in the Middle East and North Africa and South-East 
Asia (Doll, 2002; Abou-Hadid et al., 2003; Arnell et al., 2004; 
Fischer et al., 2006) and decreasing in China (Tao et al., 2003). 
The temperature increase due to elevated CO2 will also induce 
higher rates of evapotranspiration causing reduction in soil mois-
ture (Schlesinger and Mitchell, 1985; Kellogg and Zhao, 1988; 
Zhao and Kellogg, 1988; Parry et al., 1990). The areas which 
may suffer due to reduced soil moisture between December and 
February are southern and western Africa, South-East Asia, 
the Arabian peninsula, eastern Australia and southern North 
America, while between June and August are West Africa, 
western Europe, China, Soviet Central Asia, South-West United 
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States, Mexico, Central America, eastern Brazil and north-east-
ern and western Australia (Parry et al., 1990).

Some major rivers such as the Indus and Ganges are fed by 
mountain glaciers with approximately one-sixth of the world’s 
population currently living in glacier-fed river basins (Stern, 
2007). Populations are projected to rise significantly in major 
glacier-fed river basins such as the Indo-Gangetic plain. These 
river basins are irrigated agricultural land comprising less than 
one-fifth of all cropped area, but produce between 40% and 
45% of the world’s food (Doll and Siebert, 2002). The major-
ity of observed glaciers around the globe are shrinking (Zemp 
et al., 2008) due to changes in atmospheric moisture, particu-
larly in the tropics (Bates et  al., 2008). Melting glaciers will 
initially increase river-flow, although the seasonality of flow 
will be enhanced bringing with it an increased flood risk (Juen 
et al., 2007). In the long term, glacial retreat is expected to be 
enhanced further, leading to an eventual decline in run-off, 
although the greater time scale of this decline is uncertain. As 
such, changes in remote precipitation and the magnitude and 
seasonality of glacial melt waters could, therefore, potentially 
impact food production for many people.

Water for irrigation is largely often extracted from rivers 
such as the Nile and the Ganges, which depend upon distant 
climatic conditions (Gornall et al., 2010). Agriculture along the 
Nile in Egypt and in the Indo-Gangetic plains in India depends 
on rainfall from the upper reaches of the Nile and the Ganges 
in the Ethiopian Highlands and the Himalayas, respectively. 
These areas are mostly between mid and high latitudes, where 
predictions for warming are the greatest. Warming in winter 
means that less precipitation falls as snow and that which accu-
mulates melts earlier in the year. The changing patterns of snow 
cover fundamentally alter how such systems store and release 
water. Changes in the amount of precipitation affect the volume 
of run-off, particularly near the end of the winter at the onset 
of snow melt. Temperature changes mostly affect the timing of 
run-off with earlier peak flow in the spring. Although addi-
tional river-flow can be considered beneficial to agriculture, 
this is only true if there is an ability to store run-off during 
times of excess to use later in the growing season.

Thus, climate changes remote from production areas is also 
critical. In rivers such as the Nile, climate change will increase 
flow throughout the year that will benefit agriculture, but in 
the Ganges, run-off increases in peak flow during monsoon 
season while in the dry season river-flow is very low. Without 
sufficient storage of peak season flow, water scarcity will affect 
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agricultural productivity despite overall increases in annual 
water availability. Moreover, increases at peak flow will cause 
damage to croplands through flooding (Gornall et  al., 2010). 
Globally, only a few rivers currently have adequate storage to 
cope with large shifts in seasonal run-off (Barnett et al., 2005). 
Where storage capacities are not sufficient, much of the winter 
run-off will immediately be lost to the oceans. The water from 
these glaciers feeding large rivers such as the Indus, Ganges 
and Brahmaputra is likely to be contributing a significant pro-
portion of seasonal river-flow, although the exact magnitude 
is unknown. Currently, nearly 500 million people are reliant 
on these rivers for domestic and agricultural water resources. 
Climate change may mean the Indus and Ganges become 
increasingly seasonal rivers ceasing to flow during the dry sea-
son (Kehrwald et al., 2008). Combined with a rising population, 
this means that water scarcity in the region would be expected 
to increase in the future.

Under rising atmospheric CO2 and climate change, the 
potential impacts of devastating pathogens and insect pests 
may change. This will change the crop–pest relationship 
because climate (mainly temperature) plays a dominant role 
in the distribution and development of pests in the following 
ways: increases in the rate of development and number of gen-
erations produced per year, extension of the geographical range 
beyond the present margin of distribution, earlier establishment 
of pest populations in the growing season and increases in the 
risk of migrant invasion and exotic species (Parry et al., 1990; 
Wittwer, 1990; Rosenzweig and Hillel, 1993). A major factor in 
global warming could be greater survival through over-winter-
ing and persistence of plant diseases and insects. With higher 
atmospheric concentration of CO2, plants will grow faster and 
accumulate more carbohydrates and nitrogen (Bhattacharya 
and Geyer, 1993), changing the feeding habit of insects (Fajer 
et al., 1989), which will lead to higher pest density and intense 
damage.

An increase in the over-wintering range and population den-
sity of Heliothis zea in the US grain belt will increase the dam-
age to soya beans (Anonymous, 1989). Pests, such as aphids 
(Newman, 2004) and weevil larvae (Staley and Johnson, 2008), 
respond positively to higher CO2. Increased temperatures also 
reduced the over-wintering mortality of aphids, enabling ear-
lier and potentially more widespread dispersion (Zhou et  al., 
1995). The sub-Saharan Africa migration patterns of locusts 
are influenced by rainfall patterns (Cheke and Tratalos, 2007). 
Warming or drought may change the resistance of crops to 
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specific diseases or through increased pathogenicity of organ-
isms by mutation induced by environmental stress (Gregory 
et  al., 2009). The severity of disease in oilseed rape could 
increase within its existing range and can also spread north-
ward over the next 10–20 years (Evans et al., 2008). Changes in 
climate variability may also be significant affecting the predict-
ability and amplitude of outbreaks (Gornall et al., 2010).

Of all crop pests, weeds are the most damaging, but they 
will cease to be so in the event of CO2 increases in the atmo-
sphere (Chakravarty and Mallick, 2003). This is because the 
condition that will generally favour crop production over weed 
growth. Out of the world’s 18 most noxious weeds, 14 are C4 
plants, and out of the 20 most important food crops, 16 are 
C3 plants (Wittwer, 1990). As discussed earlier, C3 plants will 
respond more vigorously in elevated atmospheric CO2 domi-
nating the C4 weeds (Chakravarty and Mallick, 2003). Climate 
change will shift the agricultural potential to new regions, but 
may also shift with the introduction of new pest species. Barley 
now growing as a highly marginal crop in Iceland may become 
cultivable throughout lowland Iceland due to longer growing 
seasons, but losses to pest and diseases will rise up to 15% from 
today’s minimal level (Bergthorsson et al., 1988).

Sea level will rise owing to thermal expansion of the exist-
ing mass of ocean water and water flowing in after melting of 
land ice due to the warming climate inundating coastal land 
(Titus, 1990; Gornall et al., 2010). The potential sea-level rise 
due to melting and discharge of West Antarctic, East Antarctic 
and Greenland ice sheets will be approximately 2 m by 2100 
(Pfeffer et al., 2008; Rohling et al., 2008). The crop production 
will be vulnerable, where large sea-level rise occurs in conjunc-
tion with low-lying coastal agriculture, such as in major river 
deltas, which are valuable agricultural land owing to the fertil-
ity of fluvial soils. Sea-level rise threatens to inundate agricul-
tural lands and salinise groundwater in the coming decades in 
the United States (Park et al., 1988) and 20% of farmland in 
Bangladesh and Egypt (Broadhus et al., 1986). Although inun-
dation may not pose a major threat to US agriculture, it would 
be a major threat for countries such as Bangladesh and Egypt 
whose nationwide productivity mainly depends on cultivated 
river deltas (Chakravarty and Mallick, 2003).

Moreover, the main culprit of climate change, the carbon 
emissions, can also help agriculture by enhancing biomass 
production due to the net increase in photosynthetic gain 
(especially in C3 crops such as wheat, rice and soya beans) 
because of the reduction in photorespiration, increase water-use 
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efficiencies and reduce transpiration by closing stomata through 
increased stomatal resistance (Rogers et al., 1980, 1981, 1983, 
1984; Kimball and Idso, 1983; Acock, 1990; Goudriaan and 
Unsworth, 1990; Parry et  al., 1990; Rosenberg et  al., 1990; 
Stockle et  al., 1992a,b; Field et  al., 1995; Grant et  al., 1999; 
Norby et al., 2001; Tubiello and Ewert, 2002; De Costa et al., 
2003; Widodo et  al., 2003; Ewert, 2004; Parry et  al., 2004; 
Ainsworth and Long, 2005). The present levels of CO2 are sub-
optimal for photosynthesis, but other major factors influencing 
growth such as light, water, temperature and nutrients (Osmond 
et al., 1980; Downton et al., 1981). Plants will respond differ-
ently according to their biochemical pathways for photosynthe-
sis. C3 plants will respond vigorously while C4 plants will not 
respond to elevated CO2 concentration (Alien, 1979; Kimball, 
1983a,b; Morison and Gifford, 1983; Acock and Alien, 1986; 
Cure, 1986; Alien et al., 1987; Parry et al., 1990).

Increasing atmospheric CO2 concentrations to 550 ppm 
could increase photosynthesis in C3 crops by nearly 40% (Long 
et  al., 2004) and these plants have the capacity to carry out 
photosynthesis up to 1000 ppm CO2, that is, the CO2 compen-
sation point is higher than the C4 plants (Kimball, 1985, 1986; 
Wittwer, 1985, 1986). There will be no physiological benefits 
with rising CO2 concentrations in C4 crops such as maize, mil-
let, sorghum and sugarcane as CO2 is concentrated to 3–6 times 
the atmospheric concentrations (von Caemmerer and Furbank, 
2003). These crops at such conditions will receive the required 
CO2 in less time, opening the stomata for a shorter duration, 
making them more water-use efficient. This may marginally 
increase their yields (Long et  al., 2004). Crop yield increase 
is lower than the photosynthetic response; increase in atmo-
spheric CO2 to 550 ppm would on average increase C3 crop 
yields by 10–20% and C4 crop yields by 0–10% (Gifford, 2004; 
Long et  al., 2004; Ainsworth and Long, 2005). Plants of C3 
photosynthetic pathway may benefit in dry matter production 
from an increase in atmospheric concentration of CO2 through 
enhancement of leaf expansion, an increase in photosynthetic 
rate per unit leaf area and an increase in water-use efficiency 
(Wittwer, 1990). However, different responses of photosynthe-
sis and RuBisco will be encountered among C3 plant species as 
a result of future increases in CO2 and temperature (Vu et al., 
1997).

The other beneficial effects are usually increases in leaf 
area and thickness, stem height, branching, seed and fruit 
number and weight, C:N ratio, organ size with higher root-to-
shoot ratios, harvest index or yields of marketable products 
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notably with earlier maturity, particularly in potatoes (Arteca 
et  al., 1979), sweet potatoes (Bhattacharya et  al., 1985) and 
increases in biological nitrogen fixation in soya beans (Hardy 
and Havelka, 1975; Phillips et al., 1976; Finn and Brun, 1982; 
Lamborg et al., 1983). Elevated CO2 concentration may increase 
carbohydrates, but may reduce chlorophyll, proteins, amino 
acids, carotene and mineral nutrients (Bhattacharya and Geyer, 
1993). Despite the potential positive effects on yield quantities, 
elevated CO2 may be detrimental to the yield quality of certain 
crops, as in wheat through protein content reduction (Sinclair 
et al., 2000).

Elevated CO2, besides affecting the crop, also affects the 
environment, which in turn may have either beneficial or damag-
ing effects on agricultural production (Lemon, 1983; Morison, 
1987; Peiris et al., 1996; Rosenzweig and Hillel, 1998). The pro-
jection of global-scale yields can be determined through the 
strength of CO2 fertilisation (Parry et al., 2004; Nelson et al., 
2009). North America and Europe will benefit from climate 
change with strong CO2 fertilisation but Africa and India will 
lose 5% even with strong CO2 fertilisation. These projected 
losses will be up to 30% if the CO2 fertilisation effects are not 
considered. The crop response to elevated CO2 may be actu-
ally lower than previously thought with consequences for crop 
modelling and projections of food supply (Long et  al., 2004, 
2009). This is because of many limiting factors such as pests 
and weeds, nutrients, competition for resources, soil water and 
air quality, which are neither well understood at large scale nor 
well implemented in leading models. The science, however, is 
far from certain on the benefits of carbon fertilisation (Cline, 
2008).

However, the nature of the biophysical effects and human 
responses to agriculture are complex and uncertain (Adams 
et al., 1998). There are large uncertainties to uncover; partic-
ularly, because there is lack of information on many specific 
local regions and include the uncertainties on the magnitude 
of climate change, the effects of technological changes on pro-
ductivity, water and fertiliser application strategies, changes 
in pest and disease occurrence, global food demands and the 
numerous possibilities of adaptation (Cannon, 2003; Engvild, 
2003; Fuhrer, 2003). Most agronomists believe that agricul-
tural production will be mostly affected by the severity and 
pace of climate change, not so much by gradual trends in cli-
mate. If change is gradual, there may be enough time for biota 
adjustment. Rapid climate change, however, would harm agri-
culture in many countries, especially those that are already 
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suffering from rather poor soil and climate conditions because 
there is less time for optimum natural selection and adaption 
(Mendelsohn and Schlesinger, 1999; Chakravarty and Mallick, 
2003). The overall effect of climate change on agriculture will 
depend on the balance of these effects. An assessment of the 
effects of global climate changes on agriculture might help to 
properly anticipate and adapt farming to maximise agricultural 
production.

On India Indian agriculture is more vulnerable to cli-
mate change as it is economically associated, where poverty 
is strongly related with the agricultural performance of the 
country (Ninan and Bedamatta, 2012). Future crop production 
losses of 10–40% are associated with an increase in tempera-
ture from 2080 to 2100 (Parry et al., 1992; Aggarwal and Kalra, 
1994; Dinar et  al., 1998; Kavi Kumar and Parikh, 2001a,b; 
Anonymous, 2007a; Kavi Kumar, 2009). The projected impact 
of climate change on agriculture varies across regions because 
India has an immense climatic/geographic diversity (Kavi 
Kumar, 2007; Ninan and Bedamatta, 2012). In the arid regions, 
even small increases in temperature will decline agricultural 
production, but the same rate of increase in the Himalayas will 
increase agricultural production (Anonymous, 2009a). Studies 
conducted with the Ricardian approach projected an increase 
of 2.0–3.5°C with less rainfall will result in a 3–26% loss of 
net agricultural revenue (Sanghi et al., 1998; Kavi Kumar and 
Parikh, 1998, 2001a,b; Kavi Kumar, 2007, 2009). Increasing 
climatic variability associated with global warming, neverthe-
less, will result in considerable seasonal/annual fluctuations in 
food production (Mall et al., 2006).

Rice production in many parts of India projected between 
2010 and 2070 would increase by 26% in an optimistic and 
9–30% in a pessimistic scenario (Aggarwal and Mall, 2002; 
Kalra et al., 2007). In Kerala, rice production will decrease by 
6% with a 1.5°C temperature rise (Saseendran et al., 2000). Rice 
and wheat production in north-western India will not be affected 
by the doubling of CO2 and temperature increases of 2–3°C, but 
will decrease by 20% with water shortages (Lal et  al., 1998). 
Every 1°C temperature rise during the growing period will 
result in loss of 4–5 million tonnes in future wheat production 
(Kalra et  al., 2007). Haryana, Punjab, western Uttar Pradesh 
and coastal Tamil Nadu will have negative effects on wheat pro-
duction, but eastern districts of West Bengal and parts of Bihar 
will have benefits from projected climate change (Kavi Kumar 
and Parikh, 2001a). Soya bean production in Madhya Pradesh 
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will reduce by 4% with a 10% decline in daily rainfall, doubling 
CO2 and a 3°C temperature rise (Lal et al., 1999). The produc-
tion of maize and jowar also will decline with an increase in 
temperature (Kalra et al., 2007). The effects of temperature and 
CO2 on other crops are listed in Table 1.4. Losses for other crops 
are still uncertain, but they are expected to be relatively smaller, 
especially for kharif crops (Ninan and Bedamatta, 2012). There 
is an increasing effect of climate change on Indian agriculture 
in spite of the possible advances made through technology and 
the country’s overall development (Kavi Kumar, 2009). This 
warrants further systematic studies to understand the impact 
of future climate change on India as the agricultural sector is 
extremely sensitive to climate variability.

1.5 Adjustment

It is certain that in an event of any climate change, agriculture 
will adjust to meet these changes, which is likely with a spatial 
shift of crop potential. Areas under today’s climatic conditions 
suited for a crop or combination of crops may no longer be suit-
able after a climatic shift, or otherwise, an area today not suit-
able for growing particular crop(s), may be suitable tomorrow 
(Chakravarty and Mallick, 2003). Maize growing successfully 
in South England at present may shift northward with a rise 
in temperature, wheat will shift eastward in the United States 
(Decker et al., 1985), north and southward in India and maize 
northward in the United States (Newman, 1980). Similar north-
ward shifts are projected for sunflower in the UK (Parry et al., 
1989), citrus, olives and vines in southern Europe (Imeson 
et al., 1987), while a southward shift of land use is projected 
in the Southern Hemisphere (Salinger, 1988). This might also 
expand successful commercial production of mangoes, papa-
yas, litchis, bananas, pineapples and other fruits from sub-trop-
ical and tropical to temperate areas (Chakravarty and Mallick, 
2003).

Changes in climate would influence agriculture by chang-
ing the length of the growing season, crop yield, agricultural 
potential and shifting the geographical area (Hogg, 1992). 
Many crops can adjust to possible climate change. However, 
the magnitude of the projected climate will shift northward as 
change will vary from location to location and the influence 
will be a function of the change in climate to the existing condi-
tion (Chakravarty and Mallick, 2003). So at mid latitudes, agri-
cultural potential would decrease toward poles due to smaller 
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thermal inputs, while the same increase of temperature will 
have a greater relative effect at higher latitudes than at lower 
latitudes due to greater temperature increases at higher latitudes 
(Parry et al., 1990). Considering the examples of the adjustment 
and yield increase of wheat in India, maize in Iowa, United 
States and northern Europe, rice in Philippines and Indonesia, 
soya bean in Brazil, sunflower in the Red Valley of the United 
States, oil palm in Malaysia and canola (rape) in Canada, the 
future adjustment of agricultural crop production can also be 
indexed by an already observed rate of change (Wittwer, 1990). 
Global warming projection, especially during winter months at 
high latitudes (Williams and Oakes, 1978; Parry et al., 1988, 
1989; Wittwer, 1990), will extend the efficient crop ecological 
zone indicating a significant northward shift of balance of agri-
cultural resources (Parry et al., 1989).

The extent of this crop ecological zone may not make the 
introduction of new genetic material necessary as it would 
advance the thermal limit of cereal cropping in mid-latitude 
Northern Hemisphere regions by about 150–200 km and raise 
the altitudinal limit by about 150–200 m in the European Alps, 
making it similar to the Pyrenees located 300 km south of the 
Alps (Parry et al., 1989). A rise of temperature in cool temper-
ate and cold regions will lengthen the potential growing sea-
son and increase growth rates. This will shorten the required 
growing period (except where moisture is a limiting factor), 
as in Finland where yields of barley and oat will increase by 
9–18% (Kethunen et al., 1988), in Iceland where the carrying 
capacity of grasslands for sheep will increase by two and half 
times (Bergthorsson et al., 1988) and critically low-yield steppe 
regions will have a twofold increase in yields (Sirotenko et al., 
1997). In areas presently with low precipitation, the elevated 
CO2 concentration will be beneficial to the crop yields as in 
China during summer monsoon where an increase in 100 mm 
rainfall with 1°C temperature rise will increase yields of rice, 
maize and wheat by 10% (Zhang, 1989) and similarly in Japan 
(Yoshino et al., 1988). The projected climate change due to an 
increase in CO2 concentration will favour a change from the 
existing, often quick maturing cultivars to be grown for a lon-
ger and more intense growing season and late maturing variet-
ies will be more suitable for such conditions. For instance, late 
growing rice cultivars presently in Central Japan will have a 
yield increase of 26% and quick maturing varieties now grow-
ing in northern Japan will have increase of only 4% (Yoshino 
et al., 1988). Similarly, a switch to winter-sown cereals (wheat, 
barley and oats), as in the case of wheat in Saskatchewan and 
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Central Russia, will give higher yields than spring cereals 
because of longer growing seasons and reduced damage by 
high evapotranspiration rates (Pitovranov et al., 1988).

The establishment of new zones of agricultural potential is 
likely to bring about changes in crop location and crop  varieties. 
These changes will however be influenced by the regional pat-
tern of rainfall or variation in soils and competitiveness of 
different crops (Parry et  al., 1990). For instance, cereal crop 
production in Europe will not be influenced as significantly 
as elsewhere. Crop production will suffer most severely in the 
inherently vulnerable regions of Africa, South America, Middle 
East, Asia Pacific, South-East and Central Asia where changes 
in temperature and precipitation will further stress the already 
limited productive capacity of these regions. Cold and mar-
ginal regions of both the Northern and Southern Hemisphere 
(Canada, Alaska, Iceland, Scandinavia, Russia, New Zealand, 
Tasmania and others) will benefit from higher temperatures 
and its associated optimum conditions, such as longer growing 
seasons, higher growing degree units and more frost-free peri-
ods with higher yields (Smit et al., 1989). If the climate change 
will occur as predicted, the agricultural production is likely to 
increase in North America, northern Europe, Commonwealth 
of Independent States, China and South America (Rosenzweig, 
1985; Wilks, 1988; Wittwer, 1990). The crop yield of the Soviets 
and other European countries will boost by 50% while China 
and India will benefit with enhanced production of soya beans, 
winter wheat, rice, corn and cotton with northern migration. 
But there are also areas where productivity of some crops will 
not change after an increase in CO2 concentration; for example, 
wheat production in major areas of the United States would 
remain the same (Hansen et al., 1981).

The projected climate change will bring about a large num-
ber of changes in crop management that will modify the climate 
change on agriculture. Some regions and crops are critically 
more vulnerable than others (Chakravarty and Mallick, 2003). 
Resources for crop production are usually most critical in agri-
culturally developing countries than in developed countries 
(Oram, 1985). The climate change scenarios considered by vari-
ous models would relax the current constraints imposed by a 
short and cool frost-free season, but without adjustive measures 
drier conditions and accelerated crop development rates were 
estimated to offset potential gains stemming from elevated CO2 
concentrations (Brklacich et  al., 1996). Under such conditions, 
higher crop yield would require greater amounts of fertiliser and 
water (Wittwer, 1990). The yields of major crops in dry and arid 
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tropical and sub-tropical areas will decrease as irrigation water 
will become limiting because of additional stress on crops already 
affected by higher temperatures (Beran and Arnell, 1989). A sub-
stantial increase in cost and management of irrigation water is 
likely to occur in these areas. A northern migration of agriculture 
would increase irrigation and fertiliser in sandy soils, which may 
create worse groundwater problems (Wittwer and Robb, 1964). 
Such a situation is most likely in Punjab and surrounding areas 
(Chakravarty and Mallick, 2003). In areas where the amount or 
intensity of rainfall will increase, management would be oriented 
in a way to prevent soil erosion. Moreover, increases in fertiliser 
use may be required in such areas. Thus, the agricultural produc-
tivity impacts in most developing countries of Central and South 
America, Africa, South-East Asia and the Pacific Islands will be 
minimal through a combination of agricultural zones and adjust-
ments in agricultural technology and management (Parry et al., 
1990; Wittwer, 1990).

1.6 Abatement/mitigation

With continuous population growth and improving incomes, 
but with no increase in arable land, the primary objective of 
agriculture is to satisfy production demand of 50–80% above 
today’s level through sustained productivity improvement by 
2050 (Anonymous, 2003, 2006d, 2009b; Müller, 2009). This 
will require optimising agricultural productivity using tech-
niques that minimise unwanted impacts such as GHG emis-
sions, eutrophication and acidification. Agricultural systems 
are dynamic and managed ecosystems, critical to the human 
response regarding production and food supply in the era of 
climate change. This is because producers and consumers 
are continuously responding to changes in crop and livestock 
yields, food prices, input prices, resource availability and 
technological changes. A fundamental question with regard 
to climate change is whether agriculture can adapt quickly 
and autonomously or will the response be slow and depen-
dent on structural policies and programmes? Accounting for 
these adaptations and adjustments is difficult but necessary in 
order to measure climate change impacts accurately. Failure to 
account for human adaptations, either in the form of short-term 
changes in consumption and production practices or long-term 
technological changes, will overestimate the potential damage 
from climate change and underestimate its potential benefits 
(Adams et al., 1998).
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In fact the stability and predictability of the climate and the 
ability of farmers to adapt their practices to changing climatic 
conditions will ensure the future of food production and global 
food security (Chakravarty and Mallick, 2003). The overall 
level of agricultural GHG emissions will continue to rise for the 
foreseeable future as agricultural production expands to keep 
pace with growing food, feed, fibre and bioenergy demand. 
Increasing agricultural efficiency is critical to keep overall 
emissions as low as possible and to reduce the level of emis-
sions per unit of agricultural output. Efficient and responsible 
production, distribution and use of water, fertilisers and other 
inputs are central to achieving these goals. Agricultural systems 
can adapt to offset the negative effects of climate change, but 
not without costs for changes in technology involving research 
and development and farm-level adoption, including possible 
physical and human capital investments (Anonymous, 1992; 
Rosenberg, 1992; Easterling et  al., 1993; Kaiser et  al., 1993; 
Mendelsohn et al., 1994; Easterling, 1996; Adams et al., 1998).

Mitigation is unlikely to occur without action, and higher 
emissions are projected in the future if current trends are left 
unconstrained. Global population will increase by 50% from 
present, reaching nine billion by 2050 (Lutz et al., 2001; Cohen, 
2003). This enormous population pressure will require double 
production of cereals and other animal-based foods during the 
coming decades, which will require more use of N fertiliser and 
livestock increasing N2O and CH4 emissions from enteric fer-
mentation unless more efficient fertilisation/management tech-
niques and products can be found (Tilman et al., 2001; Mosier, 
2002; Roy et  al., 2002; Galloway, 2003; Green et  al., 2005). 
CH4 and N2O emissions vary greatly with land use depending 
on trends towards globalisation or regionalisation and on the 
emphasis placed on material wealth relative to sustainability 
and equity (Strengers et al., 2004). Trends in GHG emissions 
in the agricultural sector depend mainly on the level and rate 
of socio-economic development, human population growth and 
diet, application of adequate technologies, climate and non-cli-
mate policies and future climate change. Consequently, mitiga-
tion potentials in the agricultural sector are uncertain, making 
a consensus difficult to achieve and hindering policy making. 
Opportunities for mitigating GHGs in agriculture fall into three 
broad categories (Smith et  al., 2007a,b,c; Niggli et  al., 2009) 
based on the underlying mechanisms.

The fluxes of GHGs can be reduced by efficient management 
of carbon and nitrogen flows in agricultural ecosystems. The 

Reducing 
emissions
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practices that deliver added N more efficiently to crops often 
reduce N2O emissions (Bouwman, 2001), and managing 
livestock to make most efficient use of feeds often reduces 
amounts of CH4 produced (Clemens and Ahlgrimm, 2001). The 
approaches that best reduce emissions depend on local condi-
tions and, therefore, vary from region to region.

Agricultural ecosystems stock large carbon reserves mostly in 
the form of soil organic matter (Anonymous 2001a) which are 
lost more than 50 Pg C (Paustian et al., 1998; Lal, 1999, 2001a,b; 
2002, 2003, 2004a–e, 2005; Lal and Bruce, 1999; Lal et  al., 
2003). This loss can be recovered through improved manage-
ment, thereby withdrawing atmospheric CO2. These practices 
can be adopted locally to increase the photosynthetic input of 
carbon and/or slow the return of stored carbon to CO2 through 
respiration, fire or erosion. This will increase carbon reserves 
by sequestering carbon or stocking carbon sinks (Lal, 2004a) 
through agro-forestry or other perennial plantings on agricul-
tural lands (Albrecht and Kandji, 2003). Agricultural and forest 
lands also remove CH4 from the atmosphere by oxidation, but 
this effect is small compared to other GHG fluxes (Smith and 
Conen, 2004; Tate et al., 2006).

The combustion of bioenergy feedstock used as a source of 
fuel either directly or after conversion releases CO2 (Schneider 
and McCarl, 2003; Cannell, 2003). The net benefit of bioen-
ergy sources to the atmosphere is equal to the fossil-derived 
emissions displaced, which are less than any emissions from 
producing, transporting and processing. Conserving forest, 
grassland and other non-agricultural vegetation or discourag-
ing further agricultural management practices into new lands 
can restrict GHG emissions (Foley et al., 2005).

The net benefit of these practices so adopted will depend on 
the combined effects on all gases (Robertson and Grace, 2004; 
Schils et al., 2005; Koga et al., 2006), which may either reduce 
emissions indefinitely or temporarily (Marland et  al., 2001, 
2003a; Six et al., 2004). Where a practice affects radiative forc-
ing through other mechanisms such as aerosols or albedo, those 
impacts also need to be considered (Marland et  al., 2003b; 
Andreae et  al., 2005). The broad categories of options men-
tioned above can be adopted through any one or combination of 
the management practices discussed below.

Mitigation practices in cropland management include the fol-
lowing practices:

enhanc ing 
removals

Avoiding/
displacing 
emissions

Cropland 
management
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Agronomy: Improved agronomic practices such as using 
improved crop varieties, extending crop rotations especially 
with perennial crops (produce more below ground carbon), 
rotation with legumes, growing ‘cover’ or ‘catch’ crops, effi-
cient fertiliser/nutrient, pesticides and other input management 
and avoiding or reducing fallow which not only increases yields 
but also increases soil carbon storage through higher residue 
production (Follett, 2001; Izaurralde et  al., 2001; West and 
Post, 2002; Lal, 2003, 2004a; Barthès et al., 2004; Freibauer 
et  al., 2004; Paustian et  al., 2004; Smith, 2004a,b; Alvarez, 
2005). However, N benefits (also with legume-derived N) can 
be offset by emissions of higher soil N2O and CO2 from fer-
tiliser manufacture (Schlesinger, 1999; Pérez-Ramírez et  al., 
2003; Robertson, 2004; Gregorich et  al., 2005; Rochette and 
Janzen, 2005). The catch or cover crops can extract available N 
unused by the preceding crop, thereby reducing N2O emissions 
(Barthès et al., 2004; Freibauer et al., 2004).

Nutrient management: Crops cannot always use applied 
nitrogen that emits out of the soil as N2O efficiently (Galloway 
et  al., 2003, 2004; Cassman et  al., 2003; McSwiney and 
Robertson, 2005). Nitrogen-use efficiency can be improved 
by reducing leaching and volatile losses, applying the precise 
crop need, using slow/controlled-release forms or nitrification 
inhibitors (slowing the microbial processes leading to N2O for-
mation), applying just prior to plant uptake (least susceptible to 
loss), placing precisely for accessibility to roots and avoiding 
excess application during immediate plant requirements, which 
will directly reduce N2O emissions and indirectly reduce GHG 
emissions from N fertiliser manufacture (Cole et  al., 1997; 
Schlesinger, 1999; Dalal et  al., 2003; Paustian et  al., 2004; 
Robertson, 2004; Monteny et al., 2006).

Tillage/residue management: Minimal or zero tillage gen-
erally results in soil carbon gain and reduced CO2 and N2O 
emissions through enhanced decomposition of retained crop 
residues and erosion due to less disturbance of soil and less 
energy use (Marland et al., 2001, 2003b; West and Post, 2002; 
Cassman et al., 2003; Cerri et al., 2004; Smith and Conen, 2004; 
Alvarez 2005; Gregorich et al., 2005; Helgason et al., 2005; Li 
et al., 2005; Madari et al., 2005; Ogle et al., 2005; Koga et al., 
2006). Residue burning should be avoided to prevent emissions 
of aerosols and GHGs generated from fire (Cerri et al., 2004).

Water management: Supplementary irrigation provides water 
to 18% of the world’s cropland (Anonymous, 2005a). Improving 
the efficiency of this irrigation system supplementary through 
delivery and drainage management along with further extension 
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of irrigated area will boost yield and residue returns, thereby 
increasing soil carbon and also suppressing N2O emissions by 
improving aeration (Follett, 2001; Reay et al., 2003; Lal, 2004a; 
Monteny et al., 2006). However, the energy used for water deliv-
ery or higher moisture and fertiliser N inputs may offset this 
gain through CO2 and N2O emissions, respectively (Schlesinger 
1999; Liebig et al., 2005; Mosier et al., 2005).

Rice management: CH4 emission from cultivated wetland rice 
soil can be reduced by growing low exuding cultivars, draining 
once or several times during the growing season, using efficient 
water management during off-season by keeping the soil dry 
or avoiding waterlogging and incorporating properly composted 
organic materials/residues (may be by producing biogas) during 
the dry period (Wang and Shangguan, 1996; Yagi et al., 1997; 
Wassmann et  al., 2000; Aulakh et  al., 2001; Cai et  al., 2000, 
2003; Xu et al., 2000, 2003; Kang et al., 2002; Yan et al., 2003; 
Cai and Xu, 2004; Smith and Conen, 2004; Khalil and Shearer, 
2006). Frequently, however, draining may be constrained by 
water supply and may partly offset the reduced CH4 emission 
benefit by increasing N2O emissions (Akiyama et  al., 2005). 
These practices will also increase productivity by enhancing 
soil organic carbon stocks (Pan et al., 2006).

Agro-forestry: Planting trees and other perennial species in 
an agro-forestry system also increases soil carbon sequestration 
(Guo and Gifford, 2002; Paul et al., 2003; Oelbermann et al., 
2004; Mutuo et al., 2005), but the effects on N2O and CH4 emis-
sions are not well known (Albrecht and Kandji, 2003).

Land cover (use) change: Increasing the land cover or chang-
ing land use, similar to the native vegetation over the entire land 
area (‘set-asides’) or in localised spots such as grassed water-
ways, field margins and shelterbelts effectively converts drained 
croplands back to wetlands, reducing emissions and increasing 
carbon storage (Follett, 2001; Ogle et al., 2003; Falloon et al., 
2004; Freibauer et al., 2004; Lal, 2004b; Paustian et al., 2004). 
Converting drained croplands back to wetland, however, may 
stimulate CH4 emissions because waterlogging creates anaero-
bic conditions (Paustian et al., 2004).

Globally, the area under grazing lands is more than croplands 
and is usually managed less intensively (Anonymous, 2006c). 
The practices that reduce emissions and enhance removals of 
GHG are discussed below.

Grazing intensity: Grazing intensity and timing influence 
the removal, growth, carbon allocation and flora of grasslands, 
affecting the amount of carbon accrual in soils (Conant et al., 
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2001, 2005; Rice and Owensby, 2001; Conant and Paustian, 
2002; Freibauer et al., 2004; Reeder et al., 2004; Liebig et al., 
2005). The effects are inconsistent as there are many types of 
grazing practices involving diversified plant species, soil and 
climate (Schuman et al., 2001; Derner et al., 2006).

Increasing productivity: Carbon stock of grazing lands can 
be increased by improving its productivity through alleviating 
nutrient and moisture deficiencies (Conant et al., 2001; Schnabel 
et  al., 2001). Adding nitrogen and energy use for irrigation 
stimulates N2O and CO2 emissions, which may, however, offset 
some of the benefits (Schlesinger, 1999; Conant et al., 2005).

Nutrient management: The practices (discussed for crop-
land) that improve the plant nutrient uptake can reduce N2O 
emissions (Follett et  al., 2001; Dalal et  al., 2003). Nutrient 
management on grazing lands is made complicated through 
deposition of faeces and urine from livestock that, too, are 
uncontrolled and randomly added (Oenema et al., 2005).

Fire management: Anthropogenic or natural on-site biomass 
burning either contributes to climate change through GHG 
emission, production of smoke aerosols (have either warming 
or cooling effects on the atmosphere), albedo reduction of the 
land surface for several weeks (causing warming) and disturbed 
woody versus grass cover proportion, particularly in savan-
nahs which occupy about one-eighth of the global land surface 
(Andreae, 2001; Andreae and Merlet, 2001; Menon et al., 2002; 
Anderson et al., 2003; Beringer et al., 2003; Jones et al., 2003; 
Van Wilgen et al., 2004; Andreae et al., 2005; Venkataraman 
et al., 2005). Therefore, reducing the frequency or intensity of 
fires through more effective fire suppression, reducing fuel load 
by vegetation management and burning at a time of year when 
less CH4 and N2O are emitted can restrict these processes along 
with an increased CO2 sink into soil and biomass (Scholes and 
van der Merwe, 1996; Korontzi et al., 2003).

Species introduction: Introducing grass species with higher 
productivity (legumes) or carbon allocation to deeper roots can 
increase soil carbon (Fisher et al., 1994; Davidson et al., 1995; 
Conant et  al., 2001; Machado and Freitas, 2004; Soussana 
et al., 2004), and perhaps also can reduce emissions from fer-
tiliser manufacture if biological N2 fixation displaces applied N 
fertiliser (Sisti et al., 2004; Diekow et al., 2005).

Organic or peaty after draining can be used for agriculture, but 
the accelerated aeration decomposition in these soils results in 
high CO2 and N2O fluxes (Kasimir-Klemedtsson et al., 1997). 
The drainage of such soils should either be avoided in the first 
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place or a higher water table be re-established. If not, emissions 
can be reduced to some extent by avoiding deep ploughing, dis-
couraging row crops and tubers and maintaining a shallower 
water table (Freibauer et al., 2004).

Degraded agricultural lands can be partially restored and car-
bon storage can be improved by re-vegetation, nutrient amend-
ments, application of organic substrates (manures, biosolids, 
composts), minimum/zero tillage, retaining crop residues and 
water conservation (Batjes, 1999; Bruce et  al., 1999; Lal, 
2001a,b, 2003, 2004b; Olsson and Ardö, 2002; Paustian et al., 
2004; Foley et al., 2005). Where these practices involve higher 
nitrogen amendments, the benefits of carbon sequestration may 
be partly offset by higher N2O emissions (Smith et al., 2007a).

The practices for reducing CH4 and N2O emissions from live-
stock (cattle and sheep) rearing are categorised as improved 
feeding practices, use of specific agents or dietary additives and 
long-term management changes and animal breeding (Monteny 
et al., 2006; Soliva et al., 2006).

Improved feeding practices: Improving pasture quality (in 
less developed regions to improve animal productivity), replac-
ing forages with concentrates, supplementing certain oils or 
oilseeds to the diet and optimising protein intake (reduce N 
excretion) can reduce CH4 and N2O emissions, but may increase 
daily methane emissions per animal (Blaxter and Claperton, 
1965; Leng, 1991; Johnson and Johnson, 1995; McCrabb et al., 
1998; Machmüller et al., 2000; Phetteplace et al., 2001; Lovett 
et al., 2003; Beauchemin and McGinn, 2005; Clark et al., 2005; 
Alcock and Hegarty, 2006; Jordan et al., 2006a–c).

Specific agents and dietary additives: Dietary additives fed 
to the animals can suppress methanogenesis to reduce CH4 
emissions. These are ionophores (antibiotics—banned in the 
EU); halogenated compounds (inhibit methanogenic bacte-
ria—can have side effects such as reduced intake); novel plant 
compounds such as condensed tannins, saponins and essential 
oils (side effect—reduced digestibility); probiotics (yeast cul-
ture); propionate precursors (fumarate or malate—expensive); 
vaccines (against methanogenic—not yet commercially avail-
able) and bovine somatotropin and hormonal growth implants 
(Wolin et al., 1964; Benz and Johnson, 1982; Rumpler et al., 
1986; Johnson et  al., 1991; Bauman, 1992; Schmidely, 1993; 
Van Nevel and Demeyer, 1995, 1996; McCrabb, 2001; Newbold 
et  al., 2002; Lila et  al., 2003; Pinares-Patiño et  al., 2003; 
McGinn et al., 2004; Wright et al., 2004; Newbold et al., 2005; 
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Hess et al., 2006; Kamra et al., 2006; Newbold and Rode, 2006; 
Patra et al., 2006).

Long-term management changes and animal breeding: 
Breeding for high-yielding varieties and better management 
practices for improved efficiency (producing meat— animals 
reach slaughter weight at a younger age) and decreasing 
 replacement heifers reduces methane emission per unit of ani-
mal product (Lovett and O’Mara, 2002; Boadi et  al., 2004; 
Kebreab et al., 2006; Lovett et al., 2006).

CH4 or N2O emissions from stored manure can be reduced by 
cooling, use of solid covers, mechanically separating solids 
from slurry, composting (solidifying), anaerobical digestion to 
capture CH4 for renewable energy source or by altering feeding 
practices (Amon et  al., 2001; Clemens and Ahlgrimm, 2001; 
Gonzalez-Avalos and Ruiz-Suarez, 2001; Monteny et al., 2001, 
2006; Külling et  al., 2003; Paustian et  al., 2004; Chadwick, 
2005; Pattey et  al., 2005; Amon et  al., 2006; Clemens et  al., 
2006; Hindrichsen et  al., 2006; Kreuzer and Hindrichsen, 
2006; Xu et  al., 2007). However, globally for most animals 
there is limited opportunity for manure management, treatment 
or storage as excretion happens in the field, and handling for 
fuel or fertility amendments occur when it is dry and methane 
emissions are negligible.

Facing pollution threats from fossil fuels, forest/agricultural 
crops and residues are now being increasingly used as green 
fuel for a viable alternative (Rogner et al., 2000; Cerri et al., 
2004; Edmonds, 2004; Hamelinck et  al., 2004; Hoogwijk, 
2004; Paustian et al., 2004; Richter, 2004; Sheehan et al., 2004; 
Dias de Oliveira et al., 2005; Eidman, 2005; Hoogwijk et al., 
2005; Anonymous, 2006e; Faaij, 2006). Biofuels also release 
CO2 but this CO2 is of recent atmospheric origin, which dis-
places CO2 released from fossil carbon. The net benefit to atmo-
spheric CO2, however, depends on energy used in growing and 
processing the bioenergy feedstock (Spatari et al., 2005).

Some mitigation measures operate predominantly on one 
GHG (e.g. dietary management of ruminants to reduce CH4 
emissions) while others have impacts on more than one GHG 
(e.g. rice management). Moreover, practices may benefit more 
than one gas while others involve a trade-off between gases 
(e.g. restoration of organic soils). Consequently, a practice that 
is highly effective in reducing emissions at one site may be less 
effective or even counterproductive elsewhere. This means that 
there is no universally applicable list of mitigation practices and 
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the proposed practices will need to be evaluated for individual 
agricultural systems according to the specific climatic, edaphic, 
social settings, and historical land use and management (Smith 
et  al., 2007a). The effectiveness of mitigation strategies also 
changes with time. Some practices such as those which elicit 
soil carbon gain have diminishing effectiveness after several 
decades while others can reduce energy use restricting emis-
sions indefinitely. For instance, there is a strong time depen-
dency of emissions from no-till agriculture, in part because 
of changing influence of tillage on N2O emissions (Six et al., 
2004). Many of the climate change effects have high levels of 
uncertainty but demonstrate that the practices chosen to reduce 
GHG emissions may not have the same effectiveness in coming 
decades. Consequently, programmes to reduce emissions in the 
agricultural sector will need to be designed with flexibility for 
adaptation in response to climate change (Smith et al., 2007a).

1.7  Co-benefits and trade-offs of 
mitigation options

The merits of an agricultural GHG emission mitigation practice 
cannot be judged solely on the effectiveness of GHG mitigation. 
Agro-ecosystems are inherently complex and very few prac-
tices yield purely beneficial outcomes, but instead involve some 
trade-offs above certain levels or intensities of implementation 
(DeFries et  al., 2004; Viner et  al., 2006). The co-benefits and 
trade-offs of a practice may vary from place to place because 
of differences in climate, soil or the way the practice is adopted 
(Smith et al., 2007a). Land use changes and agricultural man-
agement can either be beneficial or harmful to biodiversity; for 
instance, loss of biodiversity due to intensification of agriculture 
or large-scale production of biomass energy crops while peren-
nial crops often used for energy production can favour biodiver-
sity if they displace annual crops or degraded areas (Berndes and 
Börjesson, 2002; Anonymous, 2006e; Feng et al., 2006; Xiang 
et  al., 2006). Agricultural mitigation practices may influence 
non-agricultural ecosystems. Increasing the productivity on 
existing croplands may ‘spare’ some forest or grasslands (West 
and Marland, 2003; Balmford et al., 2005; Mooney et al., 2005); 
however, the net effect of such trade-offs has not yet been fully 
quantified (Huston and Marland, 2003; Green et al., 2005).

Implementation of agricultural GHG mitigation measures 
may allow expanded use of fossil fuels and may have some neg-
ative effects through emissions of sulphur, mercury and other 



39CLIMATE CHANGE VIS-à-VIS AGRICULTURE

pollutants (Elbakidze and McCarl, 2007). In producing bioen-
ergy, feedstock can either be crop residue or a densely rooted 
perennial crop which either will reduce soil quality by depleting 
soil organic matter or may improve soil quality by replenish-
ing organic matter, respectively (Paustian et al., 2004). A key 
potential trade-off is between the production of bioenergy crops 
and food security. Food insecurity is determined more by ineq-
uity of access to food than by absolute food production insuf-
ficiencies, so the impact of this trade-off depends, among other 
things, on the economic distributional effects of bioenergy pro-
duction (Smith et  al., 2007a). Efficiently managed bioenergy 
plantations cannot only reduce nutrient leaching and soil ero-
sion but also increase nutrient recirculation, stock soil carbon, 
improve soil fertility, remove cadmium or other heavy metals 
from soils or wastes, aid in the treatment of nutrient-rich waste-
water and sludge and provide habitats for biodiversity in the 
agricultural landscape (Berndes and Börjesson, 2002; Berndes 
et al., 2004; Börjesson and Berndes, 2006).

The practices maintaining/increasing crop productivity can 
also ensure food security during the coming decades (Anonymous, 
2003, 2005a; Rosegrant and Cline, 2003; Lal, 2004a,b; Follett 
et al., 2005; Sanchez and Swaminathan, 2005). Carbon conserv-
ing practices also sustain or enhance fertility, productivity and 
resilience of soil resources (Díaz-Zorita et al., 2002; Cerri et al., 
2004; Freibauer et al., 2004; Kurkalova et al., 2004; Lal, 2004a; 
Paustian et al., 2004). Agro-ecosystems are primarily dependent 
on manufactured fertilisers (Galloway et  al., 2003; Galloway, 
2003). The practices that improve nitrogen-use efficiency reduces 
N2O emission, thus it also reduces GHG emissions from fertiliser 
manufacture and avoids deleterious effects on water and air qual-
ity from N pollutants (Dalal et al., 2003; Paustian et al., 2004; 
Oenema et al., 2005; Olesen et al., 2006). However, where pro-
ductivity is improved by increasing inputs, soil acidification or 
salinisation may occur (Barak et al., 1997; Connor, 2004; Díez 
et  al., 2004). Fresh water is becoming scarce and agricultural 
practices for mitigation of GHGs can either have negative or posi-
tive effects on fresh water conservation and quality (Rockström, 
2003; Rosegrant and Cline, 2003). Some practices could inten-
sify water use by reducing stream flow or groundwater reserves 
(Unkovich, 2003; Dias de Oliveira et al., 2005) while some may 
affect water quality through enhanced leaching of pesticides 
and nutrients (Machado and Silva, 2001; Freibauer et al., 2004). 
Highly productive, evergreen, deep-rooted bioenergy plantations 
generally have a higher water use than the land cover they replace 
(Berndes, 2002; Jackson et al., 2005).
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1.8 Adaptation

Adaptation could be possible at the farmer, economic agent 
and the macro levels with short- and long-term approaches 
for  autonomous and policy-driven adaptations (Stern, 2007). 
The response time for adoption and technological response in 
Indian agriculture is 5–15 years for the productive life of farm 
assets, crop rotation cycles and recovery from major disas-
ters (Jodha, 1989). Table 1.5 gives details of these adaptation 
practices.

Some of the broad categories of responses which could be 
beneficial regardless of how or whether climate changes as 
identified by Ninan and Bedamatta (2012) are given below:

• Improved training and general education of populations 
dependent on agriculture

• Identification of the present vulnerabilities of agricultural 
systems

• Agricultural research to develop new crop varieties

• Food programmes and other social security programmes 
to provide insurance against supply changes

• Transportation, distribution and market integration to 
provide the infrastructure to supply food during crop 
shortfalls

• Removals of subsidies, which can, by limiting changes in 
prices, mask the climate change signal in the marketplace

table 1.5 Adaptation in practice

Climate 
change Autonomous adaptation Policy-driven adaptation

Short-run Making short-run 
adjustment—changing crop 
planting dates

Spreading the loss—pooling 
risk through insurance

Understanding climate risks—researching 
risks and vulnerability assessment

Improving emergency response—early 
warning systems

Long-run Investment in climate 
resilience if future effects 
relatively well understood 
and benefits easy to capture 
fully localized irrigation on 
farm

Investing to create or modify major 
infrastructure- reservoir storage, increased 
drainage capacity, higher sea walls

Avoiding impacts—land use planning to 
restrict development in flood plains or in 
areas of increasing aridity
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Gradually, the farmers and governments may adopt technol-
ogies and production techniques that take the climatic changes 
into account and thus reduce its impact. From the perspective 
of a developing country like India, a sustainable development 
agenda will be the prudent way to address the concerns over 
climate change (Sathaye et  al., 2006). Finally, it is important 
to consider how the agricultural sector in developing countries 
may have directly responded to climatic changes. The adap-
tation in African countries is minimal relative to Asian coun-
tries due to poor economic policies which have undermined 
any incentives to appropriate adaptation to climatic change in 
the agricultural sector (Anonymous, 2001d). The response to 
losses in agricultural production to climatic changes that could 
dampen their effects may, at least in the short run, be an adjust-
ment of prices. However, in these countries, since agricultural 
products are also for export and these countries tend to be price 
makers on the world commodities market, a loss in production 
is unlikely to have any effect on prices for most agricultural 
products for most countries (Reilly et al., 1994; Deaton, 1999).

Agriculture is not well prepared to cope with climate change 
especially in Southern Africa and Asia (Lobell et al., 2008). This 
means that our food systems must focus on building resilience 
as well as the ability to adapt to a warming climate. As these 
attributes become more appreciated, they also will lead to 
greater innovation in agriculture and food sectors (Niggli et al., 
2009). Intensive agriculture has neglected traditional skills 
and knowledge. Organic agriculture always has been based on 
practical farming skills, observation, personal experience and 
intuition without reliance on modern inputs, which needs to be 
adopted in today’s climate-changed scenario for manipulating 
complex agro-ecosystems, breeding locally adapted seeds and 
livestock, producing on-farm fertilisers and inexpensive nature-
derived pesticides (Tengö and Belfrage, 2004).

1.9 Agricultural GhG mitigation potential

Farming practices that conserve and improve soil fertility are 
important for the future of agriculture and food production. 
Organic agriculture systems are built on a foundation of con-
serving and improving diversity by using diverse crops, rotations 
and mixed farm strategies. The diversity of landscapes, farm-
ing activities, fields and agro-biodiversity is greatly enhanced 
in organic agriculture (Niggli et al., 2008), which makes these 
farms more resilient to unpredictable weather patterns that result 
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from climate change (Bengtsson et al., 2005; Hole et al., 2005). 
Enhanced biodiversity reduces pest outbreaks (Wyss et  al., 
1995; Pfiffner et al., 2003; Pfiffner and Luka, 2003; Zehnder 
et al., 2007). Similarly, diversified agro-ecosystems reduce the 
severity of plant and animal diseases while improving utilisa-
tion of soil nutrients and water (Altieri et al., 2005). Better soil 
structure,  friability, aeration and drainage, lower bulk density, 
higher organic matter content, soil respiration (related to soil 
microbial activity), more earthworms and a deeper topsoil layer 
are all associated with the lower irrigation need (Proctor and 
Cole, 2002). Under conditions in which water is limited during 
the growing period, yields of organic farms are equal or signifi-
cantly higher than those of conventional agriculture common in 
developing countries (Badgley et  al., 2007). Water capture in 
organic plots was twice as high as in conventional plots during 
torrential rains significantly reducing the risk of floods (Lotter 
et al., 2003).

In Switzerland and the United States, organic matter, water 
percolation through top layer and soil structure stability were 
higher in organically managed soils than in conventional soils 
(Mäder et  al., 2002; Marriott and Wander, 2006), making 
organic fields less prone to soil erosion (Reganold et al., 1987; 
Siegrist et al., 1998) and resulted significantly in higher yields 
of corn and soya bean in dry years (Lotter et al., 2003; Pimentel 
et al., 2005). In Tigray Province, one of the most degraded parts 
of Ethiopia, agricultural productivity was doubled by soil fer-
tility techniques such as compost application and introduction 
of leguminous plants into the crop sequence instead of using 
purchased mineral fertilisers (Edwards, 2007). These reports 
recommend the practice of organic farming to improve soil fer-
tility through green manuring, leguminous intercropping, com-
posting and recycling of livestock manure for reducing GHGs, 
while also increasing global food productivity.

Eventually, a complete conversion to organic agriculture 
could decrease global yields by 30–40% in intensively farmed 
regions under the best geo-climate conditions (Niggli et  al., 
2009). In the context of subsistence agriculture and in regions 
with periodic disruptions of water supply brought on by droughts 
or floods, organic agriculture is competitive to conventional agri-
culture and often superior with respect to yields (Halberg et al., 
2006; Badgley et al., 2007; Sanders, 2007; Anonymous, 2008c). 
Organic agriculture has a huge potential for climate change miti-
gation strategies in agricultural production (Pimentel et al., 1995; 
Niggli et al., 2008, 2009):
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• It reduces wind, water and overgrazing erosion of 10 mil-
lion ha annually, essential for ensuring future food security.

• It rehabilitates poor soils, restores organic matter content 
and brings such soils back into productivity.

• It is inherently based on lower livestock densities and can 
compensate for lower yields by a more effective vegetable 
production. Organic agriculture has a land use ratio of 1:7 
for vegetable and animal production.

• The potential productivity of organic farms and organi-
cally managed landscapes can be improved considerably 
by scientific agro-ecological research.

• It conserves agricultural biodiversity, reduces environ-
mental degradation impacts and integrates farmers into 
high-value food chains.

Numerous attempts particularly on soil carbon sequestra-
tion have been made to assess the technical potential for GHG 
mitigation in agriculture (Anonymous, 1996; Boehm et al., 
2004; Caldeira et al., 2004; Ogle et  al., 2004, 2005; Smith et 
al., 2007b,c). Mitigation potentials for CO2 represent the net 
change in soil carbon pools reflecting the accumulated difference 
between carbon inputs to the soil after CO2 uptake by plants and 
the release of CO2 by decomposition in soil. Mitigation potentials 
for N2O and CH4 depend solely on  emission reductions. As miti-
gation practices can affect more than one GHG; it is important to 
consider the impact of mitigation options on all GHGs (Robertson 
et al., 2000; Smith et al., 2001; Gregorich et al., 2005).

It was estimated that 400–800 MtC year−1 (equivalent to 
about 1400–2900 MtCO2-eq. year−1) could be sequestered in 
global agricultural soils. In addition, 300–1300 MtC (equivalent 
to about 1100–4800 MtCO2-eq. year−1) from fossil fuels could be 
offset by using 10–15% of agricultural land to grow energy crops 
in which crop residues will contribute 100–200 MtC (equiva-
lent to about 400–700 MtCO2-eq. year−1) to fossil fuel offsets 
if recovered and burned. CH4 emissions from agriculture would 
be reduced by 15–56% through improved nutrition of ruminants 
and better management of paddy. Improved management would 
reduce N2O emissions by 9–26%. The global 2030 technical 
potential for mitigation options in agriculture considering no 
economic and other barriers for all gases was estimated to be 
4500–6000 MtCO2-eq. year−1 or 89% from soil carbon sequestra-
tion, 9% from mitigation of methane and 2% from mitigation of 
soil N2O emissions (Caldeira et al., 2004; Smith et al., 2007b).
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The contribution of agriculture to global GHG emissions 
ranges from 5.1 to 6.1 Gt CO2-eq. The global potential of ara-
ble and permanent cropping systems to sequester is 200 kg C 
ha−1 year−1 and pasture systems is 100 kg ha−1 year−1; the world’s 
carbon sequestration will amount to 2.4 Gt CO2-eq. year−1 (Lal, 
2004a; Niggli et al., 2009). This minimum scenario for a con-
version to organic farming would mitigate 40% of the world’s 
agriculture GHG emissions (Niggli et al., 2009). The sequestra-
tion rate on arable land adopting organic farming with reduced 
tillage techniques will be 500 kg C ha−1 year−1, which will 
contribute 65% mitigation of the agricultural GHG and, thus, 
total global organic mitigation would be 4 Gt CO2-eq. year−1. 
This indicates that application of sustainable management tech-
niques to build up soil organic matter have the potential to bal-
ance a large part of the agricultural emissions although their 
effect over time may be reduced as soils are built up (Foereid 
and Høgh-Jensen, 2004). By a conversion to organic farming, 
another approximately 20% of the agricultural GHG could be 
reduced by abandoning industrially produced nitrogen fertilis-
ers as is practiced by organic farms. This encouraging figure 
strongly supports the reality of low GHG agriculture and the 
possibility of climate neutral farming.

1.10  Agricultural GhG mitigation 
economic potential

Estimates of agricultural mitigation potential at various assumed 
carbon prices for N2O and CH4 (not for soil carbon sequestra-
tion) were worked out (Anonymous, 2001b, 2006a,b; McCarl 
and Schneider, 2001; Manne and Richels, 2004; DeAngelo et 
al., 2006; Rose et al., 2007; Smith et al., 2007b). It was esti-
mated that the economic mitigation potential for soil carbon 
sequestration is 27 US$/tCO2-eq. (Manne and Richels, 2004). 
The 2030 global economic mitigation potential of 1500–4300 
MtCO2-eq. year−1 is at carbon prices of 20–100 US$/tCO2-eq. 
(Smith et al., 2007b).

1.11  Barriers and opportunities/implementation 
issues

Changes in climate may add stress to local and regional agri-
cultural economies already dealing with long-term economic 
changes in agriculture. In addition, there may be barriers to adap-
tation that limit responses such as the availability of and access to 
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financial resources and technical assistance, as well as the avail-
ability of other inputs, such as water and fertiliser. Uncertainty 
about the timing and rate of climate change also limits adaptation 
and, if expectations are incorrect, could contribute to the costs 
associated with transition and disequilibrium. The barriers to 
adoption of carbon sequestration activities on agricultural lands 
following Smith et al. (2007a) are discussed below.

Carbon sequestration in soils or terrestrial biomass is a rapid 
and cheap available option that needs 15–60 years to reach a 
maximum capacity for the ecosystem, depending on manage-
ment practice, management history and the system (West and 
Post, 2002; Caldeira et al., 2004; Sands and McCarl, 2005).

Mostly, agricultural mitigation options are reversible and a 
change in management can reverse the gains in carbon seques-
tration. Reduction in N2O and CH4 emissions, avoiding emis-
sions as a result of agricultural energy efficiency gains and 
the substitution of fossil fuels by bioenergy are non-reversible 
(Smith et al., 2007a).

The GHG net emission reduction is assessed relative to a base-
line, but selecting an appropriate baseline is a problem (Smith 
et al., 2007a).

Complex biological and ecological processes involved in GHG 
emissions and carbon storage is complex and less understood 
(mechanism uncertainty). This makes investors shy away from 
the agricultural mitigation options. Moreover, agricultural sys-
tems exhibit substantial variability between seasons and loca-
tions, creating high variability in offset quantities at the farm 
level (measurement uncertainty), which can be reduced by 
increasing the geographical extent and duration of the account-
ing unit (Kim and McCarl, 2005).

Adopting certain agricultural mitigation practices may reduce 
production within implementing regions. However, this ben-
efit may be offset by increased production outside the project 
region unconstrained by GHG mitigation objectives reducing 
the net emission. ‘Wall-to-wall’ accounting can detect this and 
crediting correction factors may need to be employed (Murray 
et al., 2004; Anonymous, 2005b).

Under an incentive-based system such as a carbon market, the 
amount of money farmers receive is not the market price but 
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the market price, less brokerage cost. This may be substantial 
and is an increasing fraction as the amount of carbon involved 
diminishes, creating a serious entry barrier for smallholders. 
In developing countries, this could involve many thousands of 
farmers (Smith et al., 2007a).

Such costs can be either minimal (Mooney et al., 2004) or large 
(Smith, 2004c). In general, measurement costs per carbon-
credit sold decrease as the quantity of carbon sequestered and 
area sampled increase. Methodological advances in measur-
ing soil carbon may reduce costs and increase the sensitivity 
of change detection. However, improved methods to account 
for changes in soil bulk density remain a hindrance to quanti-
fication of changes in soil carbon stocks (Izaurralde and Rice, 
2006). With the development of remote sensing, new spectral 
techniques to measure soil carbon and modelling offer oppor-
tunities to reduce costs, but will require evaluation (Ogle and 
Paustian, 2005; Brown et al., 2006; Izaurralde and Rice, 2006; 
Gehl and Rice, 2007).

Property rights, landholdings and the lack of a clear single-
party land ownership in certain areas may inhibit implementa-
tion of management changes (Smith et al., 2007a).

The other possible barriers to implementation include the avail-
ability of capital, the rate of capital stock turnover, the rate of 
technological development, risk attitudes, need for research 
and outreach, consistency with traditional practices, pressure 
for competing uses of agricultural land and water, demand for 
agricultural products, high costs for certain enabling technolo-
gies and ease of compliance (e.g. straw burning is quicker than 
residue removal and can also control some weeds and diseases, 
so farmers favour straw burning) (Smith et al., 2007a).

Considering the growing concern of elevated atmospheric 
GHGs, the complex economics and availability of fossil fuels 
and the deterioration of the environment and health conditions 
with a shift away from intense reliance on heavy chemical inputs 
to an intense biologically-based agriculture and food system is 
possible today (Niggli et  al., 2009). Sustainable and organic 
agriculture offers multiple opportunities to reduce GHGs and 
counteract global warming. Organic agriculture reduces energy 
requirements for production systems by 25–50% compared to 
conventional chemical-based agriculture. Reducing GHGs 
through their sequestration in soil has even greater potential 
to mitigate climate change. Soil improvement is essential for 
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agriculture in developing countries where crop inputs (chemical 
fertilisers and pesticides) are costly and unavailable. Further, 
this requires special equipment and knowhow for their proper 
application which is not widespread.

Productive and ecologically sustainable agriculture is cru-
cial to reduce trade-offs among food security, climate change 
and ecosystem degradation. Organic agriculture therefore rep-
resents a multi-targeted and multi-functional strategy. It offers 
a proven alternative concept that is being implemented quite 
successfully by a growing number of farms and food chains. 
Currently, 1.2 million farmers practice organic agriculture on 
32.2 million ha of land (Willer and Kilcher, 2009). Many com-
ponents of organic agriculture can be implemented within other 
sustainable farming systems. The system-oriented and partici-
pative concept of organic agriculture combined with new sus-
tainable technologies (such as no tillage) offer greatly needed 
solutions in the face of climate change (Niggli et al., 2009).

1.12 Strategy recommendations

International Food Policy Research Institute 2009 suggested 
the below-given policy and mitigation programme recommen-
dations (Nelson et al., 2009).

Given the current uncertainty about location-specific effects of 
climate change, good development policies and programmes are 
the best climate-change adaptation investments. A pro-growth, 
pro-poor development agenda that supports agricultural sus-
tainability also contributes to food security and climate-change 
adaptation in the developing world.

Climate change places new and more challenging demands on 
agricultural productivity, requiring investments for enhancing 
research on rural and irrigation infrastructure and technol-
ogy dissemination. The International Food Policy Research 
Institute recommends at least $7 billion per year additional 
fund support to finance the research, rural infrastructure and 
irrigation investments to offset the negative effects of climate 
change on human well-being.

Partnerships with other national systems and international cen-
tres along with investment in laboratory scientists and infra-
structure are needed. Strong extension linkages among the 
stakeholders is essential for transferring technology, facilitating 
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interaction, building capacity among farmers and encouraging 
farmers to form their own networks.

Strengthened global efforts are required to collect and dis-
seminate spatial data on agriculture through remote sensing. 
Statistical programmes should be increased and encouraged 
through funding.

International climate negotiations are forums for governments 
and civil society organisations to negotiate proposals and put 
forth practical actions on adaptation in agriculture.

Agricultural adaptation practices to manage climate change 
will also enhance food security, especially through access of 
resources to the poor, which in turn will help them adapt to 
climate change.

International development agencies and national governments 
should encourage and support community participation in adap-
tation planning and execution through technical, financial and 
capacity building of local communities. This will help rural com-
munities strengthen their capacity to cope with disasters, improve 
their land management skills and diversify their livelihoods.

1.13 Conclusion

Climate change warming or cooling, if they are to occur as pro-
jected are likely to influence plant production and management 
under both well-watered and drought conditions in developed 
and developing countries of the world. It seems likely that a 
higher fertility level, a higher cost of irrigation, soil conserva-
tion and increased pesticide input will be required to sustain 
a higher rate of crop growth at elevated CO2 concentrations. 
Productivity can likely be maintained with an increased cost 
of management by the developed regions of the world. But in 
the developing regions where present levels of productivity are 
low due to these reasons, future maintenance of productivity is 
unlikely. This is because of increasing poverty due to popula-
tion increase and increasing political and economic instability. 
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Moreover, farmers in these regions cannot afford to apply these 
management inputs due to their increasing costs (Chakravarty 
and Mallick, 2003). The rich can adjust by adapting to suit-
able management practices but the poor cannot because they 
cannot afford to. The Earth will suffer irrespective of being 
rich or poor and the overall impact on humanity will be drastic 
because more than three-fourths of the world’s population live 
in poorer nations.

Not only the agricultural system but also all the biotic sys-
tems will fail to adapt to change in the environment, invit-
ing a total catastrophe in the future. At the same time, we 
also strongly believe that we can sustain our biosphere by 
population control, judicious natural resource management, 
proper land use and efficient waste management; that is by 
overall sustainable development of human, animal and plant 
resources and through equitable socio-economic develop-
ment. We should better understand the concept of ‘global 
village’ to avert such a global problem as each and every 
ecosystem and economy of this globe is inter-connected and 
inter-dependent (Chakravarty and Mallick, 2003). Climate 
is significant in the distribution, production and security of 
food. There should be a realisation that climate is both a 
resource to be managed wisely and a hazard to be dealt with 
(Wittwer, 1995). Thus, a portfolio of assets to prepare for cli-
mate change is needed. The assets are land, water, energy, 
physical infrastructure, genetic diversity, research capacity, 
information systems, human resources, political institutions 
and the world market. The value of each asset for adapting to 
climate change and policy steps to increase their flexibility is 
necessary (Waggoner, 1992).
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The improved estimates of global change impacts on 
global-scale crop yield trends will require several sci-
entific advances. Some, such as predicting the rates of 
global temperature increase or the behaviour of farmers 
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in the face of gradual trends, are beyond the scope of the 
traditional plant physiology community. Into mid-cen-
tury, the growth rates in aggregate crop productivity will 
continue to be mainly driven by technological and agro-
nomic improvements, just as they have for the past cen-
tury. Even in the most pessimistic scenarios, it is highly 
unlikely that climate change would result in a net decline 
in global yields. Instead, the relevant question at the 
global scale is how much of a headwind climate change 
could contribute in the perpetual race to keep productiv-
ity growing as fast as demand? Overall, the net effect of 
climate change and CO2 on the global average supply of 
calories is likely to be fairly close to zero over the next 
few decades, but it could be as large as 20–30% of overall 
yield trends. Of course, this global picture hides many 
changes at smaller scales that could be of great relevance 
to food security, even if global production is maintained.

2.1  Introduction

Climate change is a long-term shift in the statistics of the 
weather (including its averages). For example, it could show 
up as a change in climate normals (expected average val-
ues for temperature and precipitation) for a given place and 
time of year, from one decade to the next (Hansen 2002). We 
know that the global climate is changing. The last decade of 
the twentieth century and the beginning of the twenty-first 
century has been the warmest period in the entire global 
instrumental temperature record, which began in the mid-
nineteenth century.

 1. Global mean temperatures have increased by 0.74°C in 
the last 100 years (Rathore et al. 2003).

 2. Greenhouse gases (GHG) (CO2, methane, nitrous oxide) 
increases are mainly caused by fossil fuel use and a 
change in land usage (Figure 2.1).

 3. Temperatures will increase by 1.8–6.4°C by 2100 ad. 
Greater increase in rabi.

 4. Precipitation is likely to increase in kharif.

 5. Snow cover is projected to contract.

 6. More frequent hot extremes, heavy precipitations.

 7. Sea level rises to be 0.18–0.59 m (Figure 2.2).

Global climate 
change
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2.2  projected impacts of climate change on Indian 
agriculture

 1. Imbalance in food trade due to positive impacts on Europe 
and North America; however, with negative impacts on 
the United States (Singh et al. 2009).

 2. Increased water, shelter and energy requirement for live-
stock; implications for milk production.

 3. Increasing sea and river water temperatures are likely to 
affect fish breeding, migration and harvests. Coral reefs 
would start declining around 2030.

 4. Considerable effect on microbes, pathogens and insects.

Water and
wastewater

2.80%
Agriculture

13.50%Transport
13.10%

Residential and
commercial

buildings
7.90%

Forestry
17.40%

Energy supply
25.90%Industry

19.40%

FIGURe 2.1 Contribution of different sectors in the world to 
climate change. Sources of greenhouse gas emissions.

Rice cultivation
23%

Manure
management

5%
Crop residues

1%

Emission from
soils
12%

Enteric
fermentation

59%

FIGURe 2.2 Sectors of agriculture in India that contribute to 
climate change.
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2.3  Adaptation and mitigation framework: the need 
to consider the emerging scenario

 1. Greater demand for (quality) food; yields need to increase 
by 30–50% by 2030 (Figure 2.3).

 2. Increasing urbanisation and globalisation.

 3. Increasing competition from other sectors for land, 
energy, water and capital.

 4. Climate change is a continuous process; greater focus is on 
short-term actions on adaptation and mitigation (Table 2.1).

2.4  Why is agro-meteorological advisory services 
required in India?

• About 60% of the people depend on agriculture in India.

• About 43% of India’s land is under agricultural use.

• Agriculture plays an important role in the Indian 
economy.

• To increase awareness about climate changes among 
farmers (Varshneya et al. 2009).
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FIGURe 2.3 Agro-climatic zones of India.
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• Agro-meteorology may help farmers through weather 
forecasting in agricultural activities such as seed sowing, 
irrigation, spraying of chemicals, harvesting and so forth 
(Figure 2.4).

2.5  Role of weather forecasting in agricultural 
management

• Selection of crop and varieties (Maji et al. 2008)

• Land preparation and ratio management under crops and 
varieties

• Deciding seed sowing and harvesting time of crops

table 2.1 Agro-climatic regions/zones in India

S.no. Agro-climatic regions/zones States represented

1 Western Himalayan region Himachal Pradesh, Jammu and Kashmir, 
Uttarakhand

2 Eastern Himalayan region Arunachal Pradesh, Assam, Manipur, 
Meghalaya, Mizoram, Nagaland, Sikkim, 
Tripura, West Bengal

3 Lower Gangetic plain region West Bengal
4 Middle Gangetic plain region Uttar Pradesh, Bihar
5 Upper Gangetic plain region Uttar Pradesh
6 Trans-Gangetic plain region Chandigarh, Delhi, Haryana, Punjab, 

Rajasthan
7 Eastern plateau and hills region Chhattisgarh, Jharkhand, Madhya Pradesh, 

Maharashtra, Orissa, West Bengal
8 Central plateau and hills region Madhya Pradesh, Rajasthan, Uttar Pradesh
9 Western plateau and hills region Madhya Pradesh, Maharashtra
10 Southern plateau and hills region Andhra Pradesh, Karnataka, Tamil Nadu
11 East coast plains and hills region Andhra Pradesh, Orissa, Pondicherry, 

Tamil Nadu
12 West coast plains and ghat region Goa, Karnataka, Kerala, Maharashtra, 

Tamil Nadu
13 Gujarat plains and hills region Gujarat, Dadra and Nagar Haveli, Daman 

and Diu
14 Western dry region Rajasthan
15 Island region Andaman and Nicobar Islands, Lakshadweep

Note: Planning Commission has identified 15 resource development regions in the coun-
try, 14 in the mainland and remaining one in the islands of Bay of Bengal and 
Arabian Sea.
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• Helping in irrigation management according to rainfall 
forecasting (Surendra et al. 2009)

• Helping in the protection of crops from adverse climatic 
 situation through weather forecasting, such as frost

• Helping in deciding time for the application of fertilisers, 
weed killer, fungicide, insecticide and so on (Figure 2.5)

2.6   Development history of weather forecasting 
based agro-advisory service 

• Department of Agro-Meteorology established in 1932 at 
the national level at New Delhi (Marty et al. 2008)

• Farmers’ weather bulletin started in 1945

• State-level agro-advisory services started in 1976

• Medium-range weather forecasting-based agro- advisory 
services for agro-climatic zones of India started in 
1991 by National Centre for Medium Range Weather 
Forecasting, New Delhi (Figure 2.6)
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• National Centre for Medium Range Weather Forecasting 
merged with Indian Meteorological Department, New 
Delhi

• District-level agro-advisory services started in 2008

• Block-level agro-advisory services started in 2013

2.7 Major aspects of agro-advisory service

 1. Sowing/transplanting of kharif crops according to infor-
mation about effectiveness of a monsoon (Figure 2.7)

 2. Sowing of rabi crops according to moisture availability 
and temperature suitability (Seth et al. 2009)

 3. Advice regarding the spray of insecticide or fungicide 
according to wind velocity and direction (Figure 2.8)

 4. Advice about delaying the application of fertilisers, 
according to the intensity of rainfall (Figure 2.9)

 5. Forecasting of harmful insects and disease severity 
according to weather parameters

FIGURe 2.5 (See colour insert.) Temperature pattern of India.
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District-wise medium-range
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Broadcasting of agromet

advisory service

Farmer
Extension of agromet advisory through
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FIGURe 2.8 (See colour insert.) District-level agromet advisory service.
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FIGURe 2.9 (See colour insert.) Effective communication mediums for communi-
cation of weather forecasting between agromet service centre and beneficiaries.
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 6. Advice about the optimum time of irrigation according to 
pan evaporation (Figure 2.10)

 7. Advice regarding the optimum time of crop harvest

2.8  Future strategies

• Agro-advisory services will be started at the tehsil/block 
level

• Weather forecasting SMS facilities on mobile will be 
increased

• Quality of weather forecasting will be increased at the 
block level

• Participation in weather-based crop insurance scheme

• Increase in the accuracy of weather forecasting
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Abstract

Crop modelling can play a significant part in systems 
approaches by providing a powerful capability for sce-
nario analysis. Crop modelling has developed extensively 
over the past 30 years and a diverse range of crops models 
are now available. It is argued, however, that the tendency 
to distinguish between and separate the so-called ‘sci-
entific’ and ‘engineering’ challenges and approaches in 
crop modelling has constrained the maturation of model-
ling. It is considered that effective crop modelling must 
combine a scientific approach to enhance understanding 
with an application orientation to retain a focus on predic-
tion and problem solving. Greater use of crop simulation 
models has also been suggested to increase the efficiency 
of different trials. While simulation models successfully 
capture the temporal variation, they use a lumped param-
eter approach that assumes spatial variability of the soils, 
crops or climate.

3.1  Introduction: Crop weather simulation 
modelling

Crop is defined as ‘aggregation of individual plant species 
grown in a unit area for economic purpose’, whereas irrevers-
ible increase in size and volume and the consequences of dif-
ferentiation and distribution occurring in a plant is known as 
growth. Reproducing the essence of a system without repro-
ducing the system itself is called simulation. In simulation, 
the essential characteristics of the system are reproduced in a 
model, which is then studied in an abbreviated time scale.

The agricultural region can be considered a collection of 
individual fields that vary in environmental conditions and man-
agement practices. An increase in the population, demands an 
increase in agricultural production with available resources. 
Efficient management of available resources with variable 
weather conditions is essential to increase the productivity of 
agriculture. In addition to this, the focus of agricultural produc-
tion is changing from quantity towards quality and sustainability 
(Aggarwal et al., 1997). Solution of these new challenges requires 
consideration of how numerous components interact to effect 
plant growth. These transitions force farmers and agricultural 
advisors to deal with increasing bulks of information (Aggarwal 
et al., 2006). They need to analyse vast and sporadically located 
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information resources. The information gathering process is 
cumbersome and sometimes unreliable. Often the task to select, 
combine and analyse the information is demanding. As infor-
mation technology has opened up new challenges to automate 
data and analysis, computer programmes that simulate the crop 
growth or yield of crops under different management regimes, 
help farmers make technical decision to manage their crops bet-
ter. Since 1960, the large-scale evolution of computers allowed 
the ability to synthesise detailed knowledge on plant physi-
ological processes in order to explain the functioning of crops 
as a whole. Insights into various processes were expressed using 
mathematical equations and integrated in simulation models. 
Therefore, a model can be defined in different ways by scientists: 
(a) A model is a schematic representation of the conception of an 
agricultural system or an act of mimicry or a set of equations, 
which represents the behaviour of a system. (b) A model is ‘a rep-
resentation of an object, system or idea in some form other than 
that of the entity itself’. Its purpose is usually to aid in explaining, 
understanding or improving the performance of a system.

In the beginning, models were meant to increase the under-
standing of crop behaviour by explaining crop growth and 
development, in terms of understanding physiological mecha-
nisms (Bachelet et al., 1993). Over the years, new insights and 
different research questions motivated further development 
of simulation models. In addition to their explanatory func-
tion, the applicability of well-tested models for extrapolation 
and prediction was quickly recognised and more application-
oriented models were developed. For instance, demands for 
advisory systems for farmers and scenario studies for policy 
makers resulted in the evolution of models geared towards tac-
tical and strategic decision support, respectively. Now, crop 
growth modelling and simulation have become accepted tools 
for agricultural research (Boote and Toolenaar, 1994).

3.2 types of crop models

Depending on the purpose for which they are designed, models 
are classified into different groups or types.

These models express the relationship between yield or yield 
components and weather parameters. In these models, relation-
ships are measured in a system using statistical techniques. In a 
statistical model approach, one or several variables (represent-
ing weather or climate, soil characteristics or a time trend) are 

Statistical 
models
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related to crop responses such as yield and yield contributing 
characters. The independent variables are weather parameters 
derived from agrometeorological variances. The weighting coef-
ficients in these equations are obtained in the statistical manner 
using standard statistical procedures. Such variables are used as 
multivariable regression analysis. This statistical approach does 
not easily lead to an exploration of the cause and effect or rela-
tionship, but it is a very practical approach for the assessment or 
prediction of yield and its related parameters. The coefficients in 
the statistical model and the validity of the estimates depend to 
a large extent on the design of the model, as well as on the rep-
resentations of the input data. If the soil and climate conditions 
and the cropping practice are fairly homogeneous over a spe-
cific area represented by the input data, or if soil and geography 
are properly weighted in the equations, then it can be expected 
that the coefficients and the estimates have a practical signifi-
cance for the assessment of the crop conditions or predictions 
of yield for any specific area in question. Regression models are 
attractive because of their simple and straightforward relation 
between yield and one or more environment factors, but these 
are not accurate enough to be used for other areas and other 
crops (Chou and Chen, 1995). Despite this limitation, they are 
used extensively for the prediction of a single crop yield over 
a large region with a variety of soils, agronomic practices and 
insect-disease problems. A combination of such factors is still 
beyond the success of dynamic simulation models.

The following points may be incorporated to provide the 
accurate forecast of crop growth and development by a statisti-
cal model:

 1. In a statistical model, each predictor for the regression 
equation must have a significant value, and the year must 
be included in all equations reflecting the impact of tech-
nology. Also, the equation predictor for border district 
must be sorted out.

 2. A model for different climatic conditions within the 
districts and ensemble technique for crop yield forecast 
should be developed.

 3. The ecological level should be included in the crop sim-
ulation model. At any altitude, the weather data can be 
taken by multiplying the lapse rate at this altitude.

 4. For validation of forecast, the trail/experimental field 
should be at a controlled condition and also at different 
climatic conditions/ecological conditions/district levels 
so that it represents the farmers’ field condition.
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 5. Statistical significance of the parameter is required for 
regression equation.

 6. Different weather variables, namely, Tmax, Tmin, relative 
humidity (morning and evening) and rainfall having sig-
nificant value are considered to develop the regression 
equation for prediction of yield. A regression model is 
required to isolate the yield dependent on weather only, 
instead of composite weather and agricultural package 
fertiliser, irrigation, seed and so on. Thus, a regression 
model, though economic in time consumption, might 
contain large error percentages in yield prediction. A 
case study of a wheat crop yield prediction of 14 districts 
of eastern Uttar Pradesh during 2012–2013 at pre-harvest 
stage (on 15 March, 2013) has been shown in Table 3.1, 
compared with a yield predicted during 2011–2012 on the 
same date. This shows the error variability in the range of 
0–10% on either side in the model.

These models explain not only the relationship between weather 
parameters and yield but also the mechanism of these models 
(explains the relationship of influencing dependent variables). 
These models are based on physical selection.

These models estimate the exact value of the yield or dependent 
variable. Usually, these are developed by mathematical tech-
niques and have well-defined coefficients.

For this model, the probability element is attached to each out-
put. For each set of inputs, different outputs are given along 
with probabilities. These models define the yield or state of 
dependent variable at a given rate.

Time is included as a variable in this model. Both dependent 
and independent variables have values that remain constant 
over a given period of time.

In a static model, time is included not as a variable. Dependent 
and independent variables having values remain constant over 
a given period of time.

A descriptive model defines the behaviour of a system in a sim-
ple manner. The model reflects little or none of the mechanisms 
that are the causes of the phenomena, but consists of one or 
more mathematical equations. An example of such an equa-
tion is the one derived from successively measured weights of 

Mechani stic 
models

Deter ministic 
models

Stochastic 
models

Dynamic 
models

Static models

Descrip tive 
model
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a crop. The equation is helpful to determine quickly the weight 
of the crop where no observation was made.

This model consists of quantitative description of the mechanisms 
and processes that causes the behaviour of the system. To create 
this model, a system is analysed and its processes and mecha-
nisms are quantified separately. The model is built by integrating 
these descriptions for the entire system. It contains descriptions 
of distinct processes such as leaf area expansion, tiller produc-
tion and so on. Crop growth is a consequence of these processes.

Computer models, in general, are a mathematical represen-
tation of a real-world system. One of the main goals of crop 
simulation models is to estimate agricultural production as a 
function of weather and soil conditions as well as crop man-
agement. These models use one or more sets of differential 
equations and calculate both rate and state variables over time, 
normally from planting until harvest maturity or final harvest.

The Earth’s land resources are finite, whereas the number 
of people that the land must support continues to grow rapidly. 
This creates a major problem for agriculture. The production/
productivity must be increased to meet the rapidly grow-
ing demands, while the natural resources must be protected. 
New agricultural research is needed to supply information to 
farmers, policy makers and other decision makers on how to 
accomplish sustainable agriculture over the wide variations in 
climate around the world. In this direction, explanation and 
prediction of growth of managed and natural ecosystems in 
response to climate and soil-related factors are of increasing 
importance as the objectives of science (Dhaliwal et al., 1997). 
Quantitative prediction of complex systems, however, depends 
on integrating information through levels of organisation, and 
the principal approach for that is through the construction of 
statistical and simulation models. In simulation of systems, use 
and balance of carbon, beginning with the input of carbon from 
canopy assimilation, forms the essential core of most simula-
tions that deal with the growth of vegetation. Systems are webs 
or cycles of interacting components. Change in one component 
of a system produces changes in other components because of 
the interactions. For example, a change in weather to warm and 
humid may lead to a more rapid development of a plant disease, 
a loss in the yield of a crop and consequent financial adversity 
for individual farmers and also for the people of a region. Most 
natural systems are complex. Many do not have boundaries. 
The bio-system is composed of a complex interaction among 

explana tory 
models

Simula tion 
models
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the soil, the atmosphere and the plants that live in it. A change 
or alteration of one element may yield both desirable and 
undesirable consequences. Minimising the undesirable, while 
reaching the desired end result is the principal aim of the agro-
meteorologists. In any engineering work related to agricultural 
meteorology, the use of mathematical modelling is essential. 
Of the different modelling techniques, mathematical modelling 
enables one to predict the behaviour of design while keeping 
the expense at a minimum. Agricultural systems are basically 
modified ecosystems. Managing these systems is very difficult 
(Hoogenboom et al., 1999). These systems are influenced by the 
weather both in length and breadth. So, these have to be man-
aged through systems models, which are possible only through 
classical engineering expertise. A simple example of a simula-
tion model has been presented in Figure 3.1.

In the mid-1960s, crop simulation models integrated knowl-
edge of physiological processes and morphological traits to 
help explain yield formation in environments varying in physi-
cal, biological and agronomic factors. These simulations can 
be used to evaluate key interactions quickly and identify traits 
with the greatest impact on yield potential and for assessing the 
relationship between crop productivity and environmental fac-
tors. They have been shown to be efficient in determining the 
response of crop plants to changes in weather. Examples of such 
models include erosion productivity impact calculator (EPIC), 
CERES and GAPS. The Sites Network for Agrotechnology 

Weather, solar, radiation, temperature and humidity

Plant system
Carbon dioxide assimilation

and respiration

Stomata Hydrature Nutrient
transport

Assimilate
transport

Atmospheric system

Soil moisture, nutrients

Plant production and storage

Soil system

FIGURe 3.1 Simple example of a simulation model.
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Transfer (IBSNAT) project proposed many models for soya bean 
growth—SOYGRO. Other models in the areas of irrigation man-
agement, soil physics, nutrition, pests and diseases are already 
in use. There is even a model used for a long time in biology 
and agriculture;, the one invented to describe the progeny result-
ing from crossing plants with one or more characters controlled 
by dominant-recessive genes. One of the most important uses of 
models is to forecast the results produced by a given system in 
response to a given set of inputs. One very important future use 
of models in agriculture is to forecast the effects of certain envi-
ronmental conditions and agricultural practices on crop perfor-
mance. Being useful tools for researchers, models have also been 
developed and applied to solve complex agricultural problems. 
There was practically no demand for farm-level models a couple 
of decades ago, but today, many farmers have mobile phones 
through which they can access the Internet. Another growing 
group of model users in the governmental agencies are con-
cerned with developing agricultural and environmental policies.

In planning and analysing agricultural systems, it is essen-
tial not only to consider variability but also to think of it in 
terms directly relevant to components of the system. Such 
analysis may be a relatively straightforward probabilistic 
analysis of particular events, such as the start of the crop sea-
son in India. The principal effects of weather on crop growth 
and development are well understood and predictable. Crop 
simulation models can predict responses to large variations in 
weather. At every point of the application, weather data are 
the most important input. The main goal of most applications 
of crop models is to predict commercial output such as grain 
yield, fruits, root, biomass for fodder and so on. In general, 
the management applications of crop simulation models can be 
defined as (1) strategic applications (crop models are run prior 
to planting), (2) practical applications (crop models are run 
prior to and during crop growth) and (3) forecasting applica-
tions (models are run to predict yield both prior to and during 
crop growth). Crop simulation models are used in the United 
States and in Europe by farmers, private agencies and policy 
makers, to a great extent, for decision making. Under Indian 
climatic conditions, these applications have an excellent role 
to play. The reasons include the dependence on monsoon rains 
for all agricultural operations in India. Once the arrival of the 
monsoon is delayed, the policy makers and agricultural scien-
tists are under tremendous pressure. They need to go for contin-
gency plans. These models enable the evaluation of alternative 
management strategies, quickly, effectively and at no/low cost. 
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To account for the interaction of the management scenarios 
with weather conditions and the risk associated with unpredict-
able weather, the simulations are conducted for at least 20–30 
different weather seasons or weather years. Currently, histori-
cal weather data is used when available and, if not, weather 
generators are used.

A few models commonly used for forecasting the yield using 
agrometeorological, crop inputs and crop characters, are listed 
next.

DSSAT crop models The decision support system for agro-
technology transfer (DSSAT) has been in use for the last 15 
years by researchers worldwide. This package incorporates 
models of 16 different crops with software that facilitates the 
evaluation and application of the crop models for different pur-
poses. Over the last few years, it has become increasingly diffi-
cult to maintain the DSSAT crop models, partly due to fact that 
there were different sets of computer code for different crops 
with little attention given to software design at the levels of the 
crop models themselves. Thus, the DSSAT crop models have 
been redesigned and programmed to facilitate a more efficient 
incorporation of new scientific advances, applications, docu-
mentation and maintenance. The DSSAT was originally devel-
oped by an international network of scientists, cooperating in 
the International Benchmark Sites Network for Agrotechnology 
Transfer project to facilitate the application of crop models in 
a systems approach to agronomic research. Its initial develop-
ment was motivated by a need to integrate knowledge about 
soil, climate, crops and management in order to make better 
decisions about transferring production technology from one 
location to others where the soils and climate differed. The 
systems approach provided a framework in which research is 
conducted to understand how the system and its components 
function. This understanding is then integrated into models 
that allow one to predict the behaviour of the system for given 
conditions. After one is confident that the models simulate the 
real world adequately, computer experiments can be performed 
hundreds or even thousands of times for given environments 
to determine how to best manage or control the system. The 
DSSAT helps decision makers by reducing the time and human 
resources required for analysing complex alternative decisions. 
It also provides a framework for scientific cooperation through 
research to integrate new knowledge and apply it to research 
questions. Prior to the development of the DSSAT, crop models 
were available, but these were used mostly in labs where they 
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were created. The DSSAT is a collection of independent pro-
grammes that operate together; crop simulation models are at 
its centre. Databases describe weather, soil, experiment condi-
tions and measurements; and genotype information for applying 
the models to different situations. Software helps users prepare 
these databases and compare simulated results with observa-
tions to give them confidence in the models or to determine if 
modifications are needed to improve accuracy (Uehara, 1989; 
Jones et  al., 2003). In addition, the programme contained in 
DSSAT allows users to simulate options for crop management 
over a number of years in order to assess the risks associated 
with each option. DSSAT was first released in 1989 with its V 
2.1; additional releases were made: V 3.0 in 1994, V 3.5 in 1989 
and V 4.5 is the latest version, being used for forecasting. The 
schematic diagram of the DSSAT model is shown in Figure 3.2.

DSSAT models and crops The crop and models included in 
DSSAT are as listed below.

CERES models for cereals The CERES (Crop Estimation 
through Resource and Environment Synthesis) family of crop 
models included rice, wheat, barley, maize, sorghum and millet.

CROPGRO models for legumes The CROPGRO (CROP 
GROwth) family of crop models included soya bean, drybean, 
peanut and chickpea.

Databases Models Applications

Support software

Weather

Soil

Genetics

Pests

Crop models Validation/sensitivity
analysis

Graphics

Weather

Soil

Seasonal strategy
analysis

DSSAT
user

interface

Experiments

Economics

Experiments

Pests

Genetics

Economics

Crop rotation
sequence analysis

Spatial analysis/GIS
linkage

FIGURe 3.2 Schematic drawing of DSSAT components.
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SUBSTOR models for root crops The root crop or 
SUBSTOR (SUBterranean STORage) models included cas-
sava, aroid and potato.

Other crop models Other crop models included in DSSAT 
are for sugarcane, tomato, sunflower and pasture.

InfoCrop model InfoCrop is a decision support system (DSS) 
that has been developed by the National Agricultural Technology 
Project (NATP) by the Indian Council of Agricultural Research 
(ICAR). It is based on a generic crop model that has been devel-
oped to provide a platform to scientists to build their applica-
tions around it and to meet the goals of stakeholders need for 
information. The models in this DSS have a similar structure 
and are designed to simulate the effects of weather, soils, agro-
nomic management, including planting, nitrogen, residues, irri-
gation and major pests on crop growth and yield. In particular, 
it is based on MACROS, WTGROWS, ORYZA 1 and SUCROS 
models. It is user-friendly and is targeted to increase applications 
of crop models in research and development, and also has simple 
and easily available input requirements. InfoCrop has been devel-
oped for 12 crops, namely, rice, wheat, sorghum, millet, sugar-
cane, chickpea, pigeon pea, cotton, mustard, groundnut, potato 
and, of course, maize. The flowchart of input and output files 
of the InfoCrop model and other characters have been depicted 
in Figure 3.3. It is a dynamic crop yield model, developed by 
Aggarwal and his coworkers from the Centre for Application of 
Systems Simulation, IARI, New Delhi. It is a mechanistic and 
dynamic crop simulation model, which can deal with the interac-
tion among weather, crop/variety, soils and management, besides 
major pests. It has the capacity to evaluate the production of 
major annual crops, namely, rice, wheat, sorghum, millet, sug-
arcane, chickpea, pigeon pea, cotton, mustard, groundnut, potato 
and maize, and has a built-in database of Indian soils.

The InfoCrop model provides several outputs relating to 
growth and development, water use, N uptake, soil carbon, 
greenhouse gas emissions and yield losses due to various pests. 
It can be used to accelerate the application of available knowl-
edge at field, farm and regional levels. This model also has 
the capability of analyzing experimental data, estimating the 
potential yield and yield gaps and also assessing the impacts of 
climatic variability and climate change. The model also works 
efficiently for management optimisation and assesses the envi-
ronmental impact study. Thus, this model is most versatile and 
has many agricultural applications used for DSSAT.
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InfoCrop is a DSS based on crop models that has been devel-
oped by a network of scientists to provide a platform for scien-
tists and extension workers to build their applications around 
it and to meet the goals of the stakeholders need for informa-
tion. The model is designed to simulate the effects of weather, 
soils, agronomic management, nitrogen, water and major pests 
on crop growth and yield, water and nitrogen management and 
greenhouse gas emission. InfoCrop is user-friendly, targeted to 
increase the applications of crop models in research and devel-
opment and has simple and easily available input requirements. 
InfoCrop is developed for 12 crops, including rice and wheat. 
Crop models in InfoCrop are sensitive to the environment; for 
example, radiation, temperature, rainfall, wind speed, vapour 
pressure, flooding, frost; soil (depth of planting/transplanting, 
seed rates, amount and time of irrigation and N fertilisation 
(including organic) in different soil depths and pests, for exam-
ple, population/severity of pests and their timing of appearance).

3.3 Climate change and crop modelling

Climate change is defined as ‘any long-term substantial devia-
tion from the present climate because of variations in weather 
and climatic elements’.

InfoCrop

Weather: rainfall,
temperature and solar

radiation

Pests: type and population

Crop/variety: 
physiology, phenology and

morphology

Potential yield 
estimation

Yield gap estimation

Yield forecasting

Optimising
management practices

Impact assessment of
climatic variability and

climate change

Plant type design and 
evaluation

Agronomic inputs: seeds,
FYM, irrigation,

fertiliser and biopesticides

Soil: texture, salinity,
sodicity and fertility 

FIGURe 3.3 Context diagram of InfoCrop depicting the 
input requirement on the left-hand side and its possible 
application on the right-hand side.
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Below are the some of the factors that are responsible for 
climate change:

 1. Natural causes such as changes in the earth’s revolution, 
changes in the area of the continents, variations in the 
solar system and so forth.

 2. Owing to human activities, the concentrations of carbon 
dioxide and certain other harmful atmospheric gases 
have been increasing. The present level of carbon dioxide 
is 325 ppm and it is expected to reach 700 ppm by the end 
of this century because of the present trend of burning 
forests, grasslands and fossil fuels. Few models predicted 
an increase of 2.3–4.6°C in the average temperature and 
precipitation per day from 10% to 32% in India.

In recent years, there has been a growing concern that changes 
in climate will lead to a significant damage to both market and 
no-market sectors. Climate change will have a negative effect in 
many countries. But the adaptation of farmers to climate change, 
through changes in farming practices, cropping patterns and use 
of new technologies will help to ease the impact. The variability 
of our climate and especially the associated weather extremes 
is currently one of the concerns of the scientific community as 
well as the general community. The application of crop mod-
els to study the potential impact of climate change and climate 
variability provides a direct link among models, agrometeorol-
ogy and the concerns of the society. As climate change deals 
with future issues, the use of crop simulation models compared 
to surveys proves to be a more scientific approach to study the 
impact of climate change on agricultural production and world 
food security. DSSAT is one of the first packages that modified 
weather simulation generators or introduced a package to evalu-
ate the performance of models for climate change situations.

3.4  Applications and uses of crop growth models 
in agriculture

Crop growth models are being developed to meet the demands 
under the following situations in agricultural meteorology:

 1. When farmers face the difficult task of managing their 
crops on poor soils in harsh and risky climates

 2. When scientists and research managers need tools that 
can assist them in taking an integrated approach to 

Role of crop 
modelling in 
climate change 
studies
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finding solutions in the complex problem of weather, soil 
and crop management

 3. When policy makers and administrators need simple 
tools that can assist them in policy management in agri-
cultural meteorology

The potential uses of crop growth models for practical appli-
cations are as follows.

The models allow the evaluation of one or more options that 
are available with respect to one or more agronomic decisions 
such as

• Determining the optimum planting date as shown in 
Figures 3.4 and 3.5

• Determining the best choice of cultivars

• Evaluating weather risk

• Investment decisions

Crop growth models can be used to predict crop perfor-
mance in regions where the crop has not been grown before 
or not grown under optimal conditions. A model can calculate 
the probabilities of grain yield levels for a given soil type based 
on rainfall. Investment decisions such as purchase of irrigation 
systems can be taken with an eye on long-term usage of the 
equipment thus acquired.

In agrometeorological research, the crop models basically 
help in

• Testing scientific hypothesis

• Highlighting when information is missing

• Organising data

On-farm 
decision making 
and agronomic 
management

Under standing 
of research

Date of transplanting

5th July 4271 4110 3.7

4.53460

3290

Error percentage increases with delay in transplanting.

8.0

3624

3599

15th July

25th July

Simulated Observed % of Error

FIGURe 3.4 Comparison of observed with simulated values 
of yield in kg/ha of rice at different dates of transplanting.
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• Integrating across disciplines

• Assisting in genetic improvement

• Evaluate optimum genetic traits for specific 
environment

• Evaluate cultivar stability under long-term weather

Policy management is one very useful application of crop simu-
lation models. The issues range from global (impacts of climate 
change on crops) to field-level (effect of crop rotation on soil 
quality). During 1997, it was shown that in Burkina Faso, crop 
simulation modelling using satellite and ground-based data 
could estimate millet production for an early warning of fam-
ine which can allow policy makers the time they need to take 
appropriate steps to ameliorate the effects of global food short-
age on vulnerable urban and rural populations. In Australia, 
it was observed that during November–December when the 
SOI (Southern Oscillation Index) phase is positive, there is an 
80% chance of exceeding average district yields. Conversely, in 
years when the November–December SOI phase is either nega-
tive or rapidly falling, there is only a 5% chance of exceeding 
average district yields, but 95% chance of below average yields. 
This information allows the industry to adjust strategically for 
the expected volume of produc tion. Crop models can be used to 
understand the effects of climate change such as consequences 
of ele vated  CO2  and  changes in temperature and rainfall on 

policy 
manage ment

4500
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2000

1500

1000

500

0
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crop development, growth and yield. Ultimately, the breeders 
can anticipate future requirements based on the climate change.

Improved quantitative models for forecasting regional pro-
ductivity with the various factors will be crucial for evaluating 
trade-offs associated with potential changes. As optimum crop 
production estimation becomes more complex, involving several 
factors such as fertiliser, pest control, genotype, environment and 
cultural practices, conducting trials with various combinations 
of these factors becomes very complex and expensive. The influ-
ence of soil, water and climatic variables on rice productivity can 
be effectively estimated through different rice models. The use of 
rice crop models is very important for suggesting best manage-
ment practices, forecasting yields, pest and disease incidences, 
suitable varieties and best sowing dates for optimum crop pro-
duction with variable climatic conditions. The days taken by rice 
crop for panicle initiation, flowering and maturity were simulated 
and compared with observed values. It was found that the model 
fairly simulated the days taken as shown in Figure 3.6.

3.5  Crop simulation model and agricultural 
production

Generally, the relation of weather factors with the growth 
and development of a crop is expressed by an equation that is 
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commonly termed as a model. Thus, a model serves the pur-
pose of predicting the behaviour of crops in response to the 
weather variations. The model simulates/limitates the behav-
iour of a real crop by predicting the growth of its components. 
Crop growth is a very complex phenomenon and a product of 
a series of complicated interactions of soil, plant and weather. 
A crop growth model synthesises our insights into the physi-
ological and ecological processes that govern crop growth into 
mathematical equations.

Several regression models have been developed by many 
workers to predict the relationship with rice crop productivity 
and its components. These models, when dealing with multi-
year time series, usually include a technology trend factor, thus 
lumping everything other than climatic factors into one regres-
sor. In addition to climatic factors, there are a large number 
of edaphic, hydrologic, biotic, agronomic and socio-economic 
factors that influence crop growth and productivity. Crop mod-
els can accelerate inter-disciplinary knowledge utilisation in 
agricultural research and development. These models present 
an opportunity for assessing potential production in a region 
and facilitate analysis of the sustainability options for agri-
cultural development, including planning of resource alloca-
tion. These approaches have been used in the recent past for 
determining the production potential of a location knowing its 
resources, germplasm and the level of available technology, in 
matching agrotechnology with the resources of farmers and in 
analysing the precise reasons for yield gap, in estimating crop 
yield before the actual harvest and in studying short- and long-
term consequences of climatic variability and climatic change 
on agriculture.

The use of various crop simulation models has been classi-
fied into three primary categories: (i) for research knowledge 
synthesis, (ii) for crop system decision management and (iii) 
and for policy analysis. Crop models have been used to assist 
in the genetic improvement of crops by (i) determining optimal 
genetic traits of plants for specific environment and (ii) predict-
ing the performance of new cultivars for specific environments, 
thus reducing the number of locations or seasons of multilo-
cation breeding trials. The greater application of crop models 
in agricultural research and development, however, requires a 
simple, user-friendly modelling framework, whose inputs are 
easily available/measurable. In addition, the framework should 
provide a structure that can be easily integrated in the appli-
cation and not be very user-friendly. Preliminary results have 
also indicated that some of them do not perform very well in 



120 CLIMATE CHANGE EFFECT ON CROP PRODUCTIVITY

many tropical environments characterised by limited inputs 
and semi-arid climate.

The CERES-Rice model is a process-oriented, management-
level model of rice crop growth and development that predicts the 
duration of growth, the average growth rates and the amount of 
assimilate partitioned to the economic yield components of the 
plant (Hundal and Kaur, 1999). The simulation processes of the 
model are dynamic and are affected by environmental and culti-
var-specific factors. The duration of growth for a particular culti-
var, however, is highly dependent on its thermal environment and 
to some extent the photoperiod during floral induction. Therefore, 
the model requires input data such as daily weather data, initial 
soil conditions, crop management and crop cultivar informa-
tion. The daily weather data includes solar radiation, precipita-
tion, maximum and minimum temperature. Initial soil conditions 
involve drainage and runoff coefficients, initial soil water, rooting 
preference factors, organic nitrogen and carbon contents. The out-
put data for each model simulation run encompasses the results 
of simulated daily growth and development, carbon balance, soil 
water balance, nitrogen balance and mineral nutrient aspects.

3.6 Conclusion

Crop modelling can play a significant role in system approaches 
by providing a powerful capability for scenario analysis. Crop 
modelling has developed extensively over the past 30 years and 
a diverse range of crops models are now available. It is argued, 
however, that the tendency to distinguish between and sepa-
rate the so-called ‘scientific’ and ‘engineering’ challenges and 
approaches in crop modelling has constrained the maturation of 
modelling. It is considered that effective crop modelling must 
combine a scientific approach to enhance understanding with 
an applications orientation to retain a focus on prediction and 
problem-solving. Greater use of crop simulation models has 
also been suggested to increase the efficiency of different tri-
als. While simulation models successfully capture the temporal 
variation, they use a lumped parameter approach that assumes 
the spatial variability of the soils, crops or climate.
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Statistical techniques 
for studying the impact 
of climate change on 
crop production
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Abstract

Statistical science plays a major role in any scientific 
investigation. The use of appropriate statistical techniques 
for analysing data is very crucial to obtain a meaningful 
interpretation of the investigation. Statistical analyses play 
an important role in agro-meteorology, as they provide a 
means of interrelating series of data from diverse sources, 
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namely, biological data, soil and crop data and atmospheric 
measurements. Owing to the complexity and multiplic-
ity of the effects of environmental factors on agricultural 
production, it is necessary to use statistical techniques to 
detect the interactions of these factors and their practical 
consequences. Based on the objectives and interests of the 
research, appropriate statistical models starting from mul-
tiple regression analysis to logistic regression to time series 
modelling have to be employed. The main objective of this 
chapter is to provide the basic idea behind some statistical 
tools that can be successfully employed to study the effect 
of climatic factors on crop production.

4.1 Introduction

Statistics has two major components: descriptive statistics and 
inferential statistics. Descriptive statistics gives numerical and 
graphical procedures to summarise a collection of data in a clear 
and understandable way whereas inferential statistics provides 
procedures to draw inferences about a population from a sample. 
Descriptive statistics are used to describe the basic features of the 
data in a study. They provide simple summaries about the sample 
and the measures. Together with simple graphics analysis, they 
form the basis of virtually every quantitative analysis of data. 
Descriptive statistics are used to present quantitative descriptions 
in a manageable form. In a research study, there may be lots of 
measures. Descriptive statistics help us to simplify large amounts 
of data in a sensible way. Using the numerical approach one might 
compute statistics such as the mean and standard deviation which 
are precise and objective. Graphical methods are more suited 
for identifying patterns or trends in the data. The numerical and 
graphical approaches complement each other. Some of the graphi-
cal approaches are Box plot, which is an excellent tool for convey-
ing location and variation information in datasets, particularly for 
detecting and illustrating location and variation changes between 
different groups of data; scatter plot, which reveals relationships 
or association between two variables, such relationships manifest 
themselves by any non-random structure in the plot; probability 
plot, which is a graphical technique for assessing whether or not a 
dataset follows a given distribution such as the normal; histogram 
and stem-and-leaf plot, which is a display that organises data to 
show its shape and distribution and so on.

Rainfall is an important climatic variable that imposes crop 
production risks, especially on rain-fed subsistence cultivation 
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systems on marginal land. Table 4.1 gives the total annual rain-
fall (mm) along with the total production (million tonnes) of 
wheat in India from 1950 to 1999. It can be seen from Figure 4.1 
that the trend in total annual rainfall (mm) and production (mil-
lion tonnes) of wheat over years are not similar. However, the 
state-wise data may depict some strong relation between annual 
rainfall and production.

Probability distributions consist of mutually exclusive and 
exhaustive compilation of all random events that can occur for a 
particular process and the probability of each event’s occurring. 
It is a mathematical model that represents the distributions of the 
universe obtained either from a theoretical population or from 
the actual world; the distribution shows the results we would 
obtain if we took many probability samples and computed the 
statistics for each sample. Some well-known probability distri-
butions are uniform distribution, binomial distribution, Poisson 
distribution, normal distribution, exponential distribution and 
so on. Fitting these distributions to the data provides some idea 
regarding the distributional pattern.

4.2  Relationship studies

Climate is a paradigm of a complex system. It has many vari-
ables, which act on a wide range of space–time scales. Statistical 
tools can be employed for studying the relationship between 
these variables. Some of such tools are discussed as follows.
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FIGURe 4.1 (See colour insert.) Trend in total annual rainfall 
(mm) and production (million tonnes) of wheat over years.
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Given a pair of related measures (X and Y) on each of a set of 
items, the correlation coefficient (r) provides an index of the 
degree to which the paired measures co-vary in a linear fashion. 
In general, r will be positive when items with large values of X 
also tend to have large values of Y, whereas items with small 
values of X tend to have small values of Y. Correspondingly, r 
will be negative when items with large values of X tend to have 
small values of Y whereas items with small values of X tend 
to have large values of Y. Numerically, r can assume any value 
between −1 and +1 depending upon the degree of the linear 
relationship. Plus and minus one indicate perfect positive and 
negative relationships whereas zero indicates that the X and Y 
values do not co-vary in any linear fashion. This is also called 
as Pearson product-moment correlation coefficient. The val-
ues of the correlation coefficient have no units. A scatter plot 
provides a picture of the relation, the value of the correlation 
is the same if you switch the Y (vertical) and X (horizontal) 
measures.

Let (xi, yi), i = 1,2, …, n denote a random sample of n obser-
vations from a bivariate population. The sample correlation 
coefficient r is estimated by the formula

 

r
Cov x y

V x V y
=

( , )

( ) ( )

Correlation 
analysis

table 4.2  Station-wise maximum and minimum 
temperature and rainfall in India for the year 2012

Stations

Minimum 
temperature 
(°C)

Maximum 
temperature 
(°C)

Highest 
24-hour 
rainfall (mm)

Agartala AP 7.0 37.8 102.3
Cherrapunji 0.8 27.2 772.2
Dibrugarh AP 6.6 37.0 137.2
Guwahati AP 6.4 37.4 111.3
Imphal AP 2.0 35.6 84.8
Passighat 8.5 35.9 261.1
Shillong 2.1 28.9 134.0
Tezpur 7.0 36.4 161.3
Baghdogra AP 5.3 36.8 134.0
Berhampore 9.3 43.4 91.0
Kolkata 10.0 40.5 87.4
Cooch Behar AP 5.0 36.5 259.6

Source: Indiastat.com.
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The correlation matrix for the above three variables given in 
Table 4.2 are as follows:

Minimum 
temperature

Maximum 
temperature Rainfall

Minimum temperature 1 0.847 −0.508
(0.001) (0.092)

Maximum temperature 0.847 1 −0.677
(0.001) (0.016)

Rainfall −0.508 −0.677 1

(0.092) (0.016)

Note: Values in parenthesis are the significance level.

It is seen that the minimum and maximum temperatures 
show a strong positive correlation whereas maximum tem-
perature and rainfall shows a negative correlation and are 
significant.

In a multi-variate setup, the partial correlation is the correla-
tion between two variables after eliminating the effects on other 
variables. Partial correlation coefficient between minimum and 
maximum temperature after controlling the variability due to 
rainfall is found to be 0.794 and is significant (0.004), which 
shows that rainfall has indirect effect on correlation between 
minimum and maximum temperature.

The correlation coefficient measures the extent of interrelation 
between two variables that are simultaneously changing with 
mutually extended effects. In certain cases, changes in one 
variable are due to changes in a related variable, but there need 
not be any mutual dependence. One variable is considered to be 
dependent on the other as it changes. The relationship between 
variables of this kind is known as regression. Regression anal-
ysis is a statistical tool for the investigation of relationships 
between variables (Draper 1998; Montgomery 2006). When 

Regression 
analysis
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such relationships are expressed mathematically, it will predict 
the value of one variable from the knowledge of the other. For 
instance, the photosynthetic and transpiration rates of trees are 
found to depend on atmospheric conditions, like temperature or 
humidity, but it is unusual to expect a reverse relationship. The 
dependent variable is usually denoted by Y and the independent 
variable by X. When only two variables are involved in regres-
sion, the functional relationship is known as simple regres-
sion. If the relationship between the two variables is linear, it 
is known as simple linear regression; otherwise it is known as 
non-linear regression. Regression analysis is widely used for 
prediction and forecasting.

Multiple regression models Suppose Y denotes the yield 
of a crop over a certain period of time which depends on p 
explanatory variables X1, X2, …, Xp such as maximum tem-
perature, minimum temperature, atmospheric pressure, rainfall, 
CO2 concentration in the atmosphere and so on over that speci-
fied period of time, and suppose we have n data points. Then a 
multiple regression model of crop yield that might describe this 
relationship can be written as

 
y x + x x for i  ni 0 1i 2 2i p pi i= + + + + = …β β β β ε1 � , , , ,1 2

 
 (4.1)

where β0 is the intercept term. The parameter βk (for k = 1, 2, …, 
p) measures the expected change in Y per unit change in Xk when 
all other k − 1 variables are held constant. Here, ε is an identical 
and independently distributed (iid) random variable with zero 
mean and constant variance. The prediction of the future crop 
yield is possible once all the parameters are estimated.

Problem of multi-collinearity in multiple  regression 
model The individual regression coefficient in a multiple 
regression model determines the interpretation of the model. 
However, some of the climatic factors such as rainfall, rela-
tive humidity and so on are not independent of each other 
and there exists a close relationship between many of the cli-
matic explanatory variables. So, inference based on the usual 
regression model may be erroneous or misleading. When the 
explanatory variables are not orthogonal; rather, there exists 
near-linear dependencies among them, the problem of multi-
collinearity is said to exist in the regression setup. One of the 
major consequences of multi-collinearity is the large vari-
ances and co-variances for the least square estimators of the 
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regression coefficients. Owing to this, the estimates of the 
regression coefficients become unstable which ultimately leads 
to imprecise interpretation of the regression model. Thus, a 
multi-collinearity problem in the multiple regression setup 
must be detected properly before going for the usual multiple 
regression. Lots of techniques are available in the literature that 
deals with the detection of multi-collinearity. Some of the most 
simple and user-friendly techniques are the examination of the 
correlation matrix and the detection of multi-collinearity based 
on conditional number and conditional indices, which has been 
discussed.

Detection of multi-collinearity by the examination of cor-
relation matrix The simplest measure which is available in 
the literature is the inspection of off-diagonal elements ρij in 
X´X, where X is an n × p matrix of the levels of the various cli-
matic explanatory variables (here, one has to consider variables 
involved in the regression model as unit length scaled variable). 
If two climatic explanatory variables, say Xi and Xj (for i, j = 1, 
2, …, n), are nearly linear related, then |ρij| will be near to unity. 
So, by examining the correlation matrix, one can easily detect 
the problem of multi-collinearity.

Detection of multi-collinearity through condition num-
ber  and condition indices Another simple measure is the 
measure in which the characteristic roots or eigen values of 
X´X can be used for the detection of multi-collinearity among 
the climatic explanatory variables. Let, λ1, λ2, …, λp be the 
eigen values of X´X. When one or more near linear relation-
ships exist in the data, one or more eigen values will be small. 
Apart from the eigen values, the condition number of X´X 
may also be preferred. The conditional number of X´X is 
defined as

 
κ

λ
λ

 max

min
=

 
(4.2)

Generally, when the condition number is less than 100, it can 
be said that there is no serious problem of multi-collinearity. 
Moderate to strong multi-collinearity exists when the condition 
number lies between 100 and 1000. But if the condition number 
exceeds 1000, then one has to give special consideration to the 
problem of multi-collinearity as the condition number of more 
than 1000 indicates severe multi-collinearity.
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Another measure based on the eigen values of X´X is the use 
of condition indices of X´X which are defined as

 
κ

λ
λ

 k    pmax

k
= = …, , , ,1 2

 
(4.3)

Clearly, the largest condition index is nothing but the condi-
tion number defined in Equation 4.2. The number of condition 
indices that are large (say >1000) is a useful measure of the 
number of near-linear dependencies in X´X.

The variables employed in regression analysis are usually 
quantitative variables, that is, the variables have a well-defined 
scale of measurements. Sometimes the climatic data available 
may have nominal or ordinal explanatory variables apart from 
various quantitative explanatory variables. For example, data 
related to rainfall over a certain period of time for a particu-
lar region are not available; rather, available data indicate the 
rainfall as above normal or below normal over that specified 
period of time for all the data points. Furthermore, data related 
to all other climatic variables such as temperature, atmospheric 
pressure and so on are available in usual manner. So, in this 
situation, all other explanatory variables apart from rainfall are 
quantitative in nature wherein rainfall is a nominal variable 
with two levels as above normal or below normal. So it is better 
to mention it as an attribute rather than specifying it as a vari-
able. So a question may arise how to incorporate this attribute 
into the regression model?

One solution for quantifying such attributes is the use of 
indicator variables or dummy variables. A dummy variable is 
an artificial variable constructed such that it takes the value 
‘1’ whenever the qualitative phenomenon it represents occurs 
(say above normal in the above case), and taking value as ‘0’ 
otherwise. Once created, dummies are then used in regression 
analyses just like other explanatory variables, yielding standard 
ordinary least square results. There is a numeric way in which 
one can choose a dummy variable. In general, the most useful 
dummy variable setups are simple in form, employing levels 
of ‘0’ and ‘1’ or ‘ − 1’ and ‘1.’ Once the qualitative explanatory 
variables are quantified by the use of dummy variable, one can 
easily employ multiple linear regression on crop yield based on 
various explanatory variable in the usual manner. Furthermore, 
sometimes a particular qualitative variable may have more 
than two levels. Suppose, in the available dataset, there are p 

Regression 
analysis 
using 
qualitative 
climatic 
explanatory 
variables
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explanatory variables. Out of these p explanatory variables, 
suppose apart from the first explanatory variable rainfall, all 
other (p − 1) variables are quantitative climatic explanatory 
variables wherein rainfall is a categorical variable with three 
levels mentioned as above normal, normal and below normal. 
In this situation, to quantify the attribute, one has to use two 
dummy variables Z1 and Z2. One of the possible ways of defin-
ing the two dummy variables may be

Z1 = 0 and Z2 = 0 Below normal rainfall

Z1 = 0 and Z2 = 1 Normal rainfall

Z1 = 1 and Z2 = 1 Above normal rainfall

Then a multiple regression model of crop yield that might 
describe this relationship can be written as

y z z x + + x for i  ni 0 1 1i 2 2i 3 2i p pi i= + + + + = …β β β β β ε� , , , ,1 2

 (4.4)

where the symbols have their usual meaning as defined earlier. 
Generally, when there are m levels of qualitative explanatory 
variables, then one has to employ m − 1 dummy variables for 
that particular qualitative explanatory variable. Sometimes, 
more than one qualitative climatic explanatory variable exists 
in the dataset. In such situations, more than one dummy vari-
able may have to be used.

In all the above cases discussed so far, it is generally assumed 
that the dependent variable, that is, the crop yield is quantita-
tive in nature. But situations may arise when, in the available 
dataset, the yield of crop is not quantitative in nature; rather, it 
is qualitative in nature. For example, suppose data related to the 
yield of crop are not numeric; rather, in the available dataset, it 
is expressed as high yield and low yield. In that situation, yield 
is a qualitative response variable with two levels: high yield and 
low yield. Further, let high yield be denoted by 1 and low yield 
be denoted by 0. In such cases, the usual multiple linear regres-
sion theory is not appropriate. Rather, the statistical model pre-
ferred for the analysis of such binary (dichotomous) responses 
is the binary logistic regression model, developed primarily 
by Cox (1958) and Walker and Duncan (1967). Thus, binary 
logistic regression is a mathematical modelling approach that 
can be used to describe the relationship of several indepen-
dent variables to a binary (dichotomous) dependent variable. 

Logistic 
regression 
analysis
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Logistic regression allows the prediction of discrete variables 
by a mix of continuous and discrete predictors. It addresses the 
same questions that multiple regression does but with no distri-
butional assumptions on the predictors (the predictors do not 
have to be normally distributed, linearly related or have equal 
variance in each group).

Suppose Y denotes the crop yield over a certain period of time 
and it has two levels, namely, high yield (Y = 1) and low yield 
(Y = 0). Further, let there be p climatic explanatory variables 
such as rainfall, maximum temperature, minimum temperature, 
relative humidity, atmospheric pressure and so on over that spec-
ified period of time. Suppose, πi denotes the probability that the 
ith observation of the dependent variable takes the value 1, that 
is, Yi = 1, for i = 1, 2, …, n. Then, the simple logistic regression 
model that best describes the situations can be expressed as

 

πi i 1i 1i pi pi

z z

z

P(Y 1|X x , ..., X x )

e (1 e )

1/(1 e )

= = = =

= +

= + −
 

(4.5)

where z x x0 1 1i p pi= + +β β β+ �  Here, all other symbols have 
their usual meaning as defined earlier. The parameters can be 
estimated by fitting the logistic regression. Based on the fitted 
value, one can predict the different levels of crop yield.

Climate is a very heterogeneous factor. The global economy 
witnessed a major setback time due to various natural phenom-
ena such as drought, flood, tsunami and so on. All these are the 
outcomes of climate change. These natural phenomena directly 
or indirectly affect the yield of various crops over the years. 
So the alternative approach for studying the impact of climate 
change is to use time series modelling by considering the yield 
of the present year as the dependent variable and lagged vari-
able as explanatory variables. The simplest of these kinds are 
autoregressive (AR) models, moving average (MA) models, 
autoregressive moving average (ARMA) models and autore-
gressive integrated moving average (ARIMA) models. The fol-
lowing is a brief description related to these models.

Suppose Yt is a discrete time series variable that takes differ-
ent values over a period of time. Then the corresponding pth-
order AR model, that is, AR (p) model, is defined as

 
AR(p): Y Y Y + + Yt 0 1 t 1 2 t 2 p t p t= + + +β β β β ε− − −�

 (4.6)

time series 
approach
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where yt is the response variable, say the crop yield at time t; 
Yt−1, Yt−2, …, Yt−p are the respective variables at different time 
with lag; β0, β1, …, βp are the regression coefficients; and εt is 
the error term.

Similarly, qth-order MA model, that is, MA (q) model may 
be specified as

 
MA(q): Yt 0 1 t 1 2 t 2 q t q t= + + + + +θ θ ε θ ε θ ε ε− − −�

 (4.7)

where θ0, θ1, …, θq are the coefficients.
AR and MA models can be effectively combined to form a 

more general and useful class of time series models known as 
ARMA models. However, they can only be used successfully 
when the data are stationary. This model class can be extended 
to non-stationary series by allowing differencing of the data 
series. These are known as ARIMA models (Box and Jenkins, 
1970). There are many varieties of ARIMA models available 
in the literature. The general no-seasonal model is known as 
ARIMA (p,d,q), where p is the order of the AR part, d is the 
degree of first differencing involved and q is the order of the 
MA part. The value of p and q may be inferred by looking 
at auto-correlation function (ACF) and partial auto-correlation 
function (PACF) as given in Table 4.3.

Table 4.4 highlights the production (in million tonnes) of 
wheat in India from 1949–1950 to 2010–2011.

From Figure 4.2, it is clear that the data are non-stationary. 
So, in order to make the data stationary, one has to perform 
a differencing operation. After the first differencing, the data 
become stationary. Graphical representation of stationary data 
has been presented in Figure 4.3. Once the data become station-
ary, one can easily fit the ARIMA model.

In Figures 4.4 and 4.5, ACF and PACF operations have been 
performed. Based on this figure, one can easily say that for the 

table 4.3 Primary distinguishing characters of theoretical 
ACFs and PACFs for stationary process

Process ACF PACF

AR Tails off towards zero 
(exponential decay or 
damped sign wave)

Cuts off to zero (after lag p)

MA Cuts off to zero (after lag q) Tails off towards zero 
(exponential decay or 
damped sign wave)
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table 4.4  Production (in million tonnes) of wheat in India from 1949–1950 to 
2010–2011

Year
Production 
(mt) Year

Production 
(mt) Year

Production 
(mt)

1949–1950 6.40 1970–1971 23.83 1991–1992 55.69
1950–1951 6.46 1971–1972 26.41 1992–1993 57.21
1951–1952 6.18 1972–1973 24.74 1993–1994 59.84
1952–1953 7.50 1973–1974 21.78 1994–1995 65.77
1953–1954 8.02 1974–1975 24.10 1995–1996 62.10
1954–1955 9.04 1975–1976 28.84 1996–1997 69.35
1955–1956 8.76 1976–1977 29.01 1997–1998 66.35
1956–1957 9.40 1977–1978 31.75 1998–1999 71.29
1957–1958 7.99 1978–1979 35.51 1999–2000 76.37
1958–1959 9.96 1979–1980 31.83 2000–2001 69.68
1959–1960 10.32 1980–1981 36.31 2001–2002 72.77
1960–1961 11.00 1981–1982 37.45 2002–2003 65.76
1961–1962 12.07 1982–1983 42.79 2003–2004 72.15
1962–1963 10.78 1983–1984 45.48 2004–2005 68.64
1963–1964 9.85 1984–1985 44.07 2005–2006 69.35
1964–1965 12.26 1985–1986 47.05 2006–2007 75.81
1965–1966 10.40 1986–1987 44.32 2007–2008 78.57
1966–1967 11.39 1987–1988 46.17 2008–2009 80.68
1967–1968 16.54 1988–1989 54.11 2009–2010 80.80
1968–1969 18.65 1989–1990 49.85 2010–2011 86.87
1969–1970 20.09 1990–1991 55.14  

Source: Indiastat.com.
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FIGURe 4.2 Graphical representation of wheat production 
data.
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FIGURe 4.3  Graphical representation of stationary data.
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aforementioned dataset, ARIMA (1,1,1) can be fitted. The fitted 
ARIMA (1,1,1) model without intercept is

 

ˆ . .

( . ) ( . )

Y Yt t 1 t 1= − −− −0 4435 0 9497

0 1182 0 0615

ε

 
(4.8)

The number in the bracket indicates the standard error of the 
parameter estimates.

4.3  Impact studies

Climate change impact studies here refer to research and inves-
tigations designed to find out what effect future changes in cli-
mate could have on the agriculture and allied sector. It requires 
some tools and techniques that facilitate proper assessment. A 
lot of research is going on in different fields of science with 
respect to climate change. Here, some statistical techniques are 
discussed which could be used for such studies to a great extent.
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FIGURe 4.5  Partial auto-correlation function (PACF).



138 CLIMATE CHANGE EFFECT ON CROP PRODUCTIVITY

Structural change refers to a long-term shift in the agricultural 
production. Over the last few decades, the structure of agri-
cultural production around the world has been changing. The 
factors influencing this change have to be addressed.

Consider a dataset for two periods of time with Period I, 
say drought, having n1 observations, and Period II, say nor-
mal, having n2 observations. Here, the objective is to find out 
whether there is any structural change or shift in the yield pat-
tern between the drought and normal periods. Let there be two 
variables Y = productivity and X = area under cultivation and 
data were collected at two periods of time and given as follows:

Period I Period II
Productivity Area Productivity Area
1 2 1 2
2 4 3 4
2 6 3 6
4 10 5 8
6 13 6 10

6 12

7 14

9 16

9 18

11 20

To investigate this, the following models are defined:

 Period I: Y = α1 + β1X + u (Drought)
 Period II: Y = α2 + β2X + u (Normal)

Here, the aim is to test α1 = α2 and β1 = β2.

Test statistic
Let the number of restrictions be s. The test statistic is as 
follows:

 F
RSS RSS /s
RSS / n p

r u

u

=
−

−
( )

( )

which follows the F distribution with (s, n − p) d.f. RSSr is the 
residual sum of squares under null hypothesis and RSSu is the 
residual sum of squares under usual model (Waterman 1974).

A test for 
structural 
change
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For Period I, the fitted model is

 Ŷ 0.0625 0.4375X and RSS 0.68751= − + =

and for Period II the fitted model is

 Ŷ 0.4000 0.5091X and RSS 2.47272= + =

Residual sum of squares (RSSu) = RSS1 + RSS2 = 3.1602
Residual sum of squares under null hypothesis (RSSr) 
= 6.5565

 
F

(6.5565 3.1602)/2
3.1602/(15 4)

5.91=
−

−
=

It can be inferred that there is structural change in the yield 
pattern between drought and normal periods as F0.05 (2,11) = 3.98.

When the two samples are not independent, but the sample 
observations are paired together, then this test is applied. The 
paired observations are on the same unit or matching units. It 
is often used to compare ‘before’ and ‘after’ scores in experi-
ments to determine whether significant change has occurred; 
for example, to know the impact of climate change on a yield of 
perennial crops over years, assuming the rest of the variations 
as constant. Let (xi, yi), i = 1,…,n be the pairs of observations 
and let di = xi − yi. Our aim is to test H0 : μ1 = μ2.

Test statistic

 
t

d

s / n
 

d

=

follows t distribution with n − 1 d.f., where d 1/n di

n
i= ∑ =1  and 

s /(n 1) (d d)d
2

i
n

i
2= − ∑ −=1 1 . 

Cluster analysis is a technique for grouping individuals or 
objects into unknown groups. In agriculture, cluster analysis 
has been used for diversity analysis, which is the classification 
of genotypes into arbitrary groups on the basis of their charac-
teristics. In agro-meteorology, cluster analysis can be used to 
analyse historical records of the spatial and temporal variations 
in pest/insect populations in order to classify regions on the 

paired t-test for 
assessing the 
impact

Cluster and 
discriminant 
analysis
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basis of population densities and the frequency and persistence 
of outbreaks. The analysis can be used to improve regional 
monitoring and control of pest populations. Clustering tech-
niques require that one define a measure of closeness or simi-
larity between two observations. Clustering algorithms may be 
hierarchical or non-hierarchical. Hierarchical methods can be 
either agglomerative or divisive. An agglomerative hierarchical 
method starts with the individual objects, thus there are as many 
clusters as objects. The most similar objects are first grouped 
and these initial groups are merged according to their similari-
ties. Eventually, as the similarity decreases, all sub-groups are 
fused into a single cluster.

Divisive hierarchical methods work in the opposite direction. 
An initial single group of objects is divided into two sub-groups 
such that the objects in one sub-group are far from the objects in 
the others. These sub-groups are then further divided into dis-
similar sub-groups. The process continues until there are as many 
sub-groups as objects, that is, until each object forms a group. The 
results of both an agglomerative and divisive method may be dis-
played in the form of a two-dimensional diagram known as den-
drogram, which illustrates the mergers or divisions that have been 
made at successive levels. K-means clustering is a popular non-
hierarchical clustering technique. It begins with user-specified 
clusters and then reassigns data on the basis of the distance from 
the centroid of each cluster. See Johnson and Wichern (2006) and 
Hair et al. (2006) for more detailed explanations.

Discriminant analysis is a multi-variate technique concerned 
with classifying distinct set of objects (or set of observations) 
and with allocating new objects or observations to the previ-
ously defined groups. It involves deriving variates, which are a 
combination of two or more independent variables that will dis-
criminate best between a priori defined groups. The objectives 
of discriminant analysis are (i) identifying a set of variables 
that best discriminates between the groups, (ii) identifying a 
new axis, Z, such that new variables Z, given by the projec-
tion of observations onto this new axis, provides the maximum 
separation or discrimination between the groups and (iii) clas-
sifying future observations into one of the groups.
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Abstract

The rapidly changing climate, due to global warming, 
is a major cause of concern for agriculture scientists. 
Undesirable climatic variability is bound to adversely 
affect the agricultural productivity, leading to food and 
nutritional insecurity for the burgeoning population. 
Therefore, one of the biggest challenges is to augment 
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agricultural productivity, which is decreasing under envi-
ronmental pressure. The scenario requires an intensive 
research for increased adaptation and devising novel 
strategies for mitigating the harmful effects of global 
warming on crop growth and productivity. Crop adapta-
tion processes can be made more efficient and directed 
through targeted modifications of the cellular processes. 
Nanotechnology offers a promising strategy for non-intru-
sive engineering of crops under changing climatic condi-
tions. Limitations faced by the conventional technologies 
in agriculture can be easily and efficiently addressed by 
means of this technology, with respect to the vulnerability 
to changing climatic conditions. Nanotechnology holds 
the potential to revolutionise agriculture and allied sys-
tems, through the development of efficient nano-delivery 
systems, nano-fertilisers, nano-biosensors and so on, for 
increasing the growth and productivity. Direct as well as 
indirect nano-technological interventions, though still in 
their nascent stage, are bound to play a pivotal role in sus-
tainable agricultural development under global warming.

5.1 Introduction

During the past century, the average global temperature rose sig-
nificantly as a consequence of greenhouse effect. This occurs due 
to the rise in greenhouse gasses, such as carbon dioxide (CO2) 
emitted from burning fossil fuels or from deforestation, which 
traps heat that would otherwise escape from the Earth. The cur-
rent scientific view is that most of the increase in global tempera-
ture is caused due to human activity. As a result, the concentration 
of greenhouse gasses increases in the atmosphere, which has led 
to an elevation in the Earth’s average surface temperature. Most 
scientists agree that the planet’s rise in temperature will continue 
at an increasing rate. Under these circumstances, crop productiv-
ity will be at stake. On the one hand, the increase in temperature 
leads to droughts, cracked fields and low rainfall, which adds to 
the intensity and frequency of dusty storms, ultimately deplet-
ing the quality of agricultural land and making it permanently 
unsuitable for cultivation. On the other, because of the higher 
temperatures, the seasons are becoming unstable. Consequently, 
the amount of rainfall will be severely affected and hence the 
crop productivity. Therefore, under such conditions, crops in 
many regions will be prone to environmental stresses. These 
changes not only affect plant growth and yield, but also have 
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an adverse effect on agricultural productivity. Furthermore, the 
impact of climate change also poses a serious threat to food 
security and needs to be much better understood. According to a 
study, wheat yields in recent years marginally decreased in India, 
France and China compared with what they probably would have 
been without rising temperatures. Researchers have also claimed 
that corn yields were off a few percentage points in some of the 
countries from what would have been expected normally. Most 
of the mechanisms and two-way interactions between agriculture 
and climate are known, even though they are not always well 
understood. It is evident that the relationship between climate 
change and agriculture is still very much a matter of conjecture 
with many uncertainties (Rosenzweig and Hillel, 1993).

5.2 Impact of climate change on crop production

Climate change has adversely affected global agriculture in 
terms of productivity, economy and food security. Crop pro-
ductivity is vulnerable to decreases or increases in precipita-
tion. Small changes in temperature and rainfall could have 
significant effects on the quality of cereals, fibre and bever-
age crops, fruits and some aromatic and medicinal plants with 
resultant implications on their prices and trade. Agricultural 
trade has risen, and is expected to increase further because of 
instability in production quality and quantity due to climate 
change impacts. Furthermore, not only will climate potentially 
decrease the amount of land available for agricultural pro-
duction but there will also be an increase in competition for 
resources with other developmental needs, such as infrastruc-
ture. Climate change will, undeniably, lead to more pressure on 
an already-volatile economy. Agriculture affects all livelihoods, 
occupying approximately 40% of the land globally, consuming 
70% of the global water resources and affecting biodiversity 
at all scales; from genetic to the ecosystem. An analysis of the 
biophysical impact of climate changes associated with global 
warming shows that higher temperatures generally hasten plant 
maturity in annual species, thus shortening the growth stages of 
crop plants. Global warming in the short term is likely to favour 
agricultural production in temperate regions (largely northern 
Europe, parts of North America) and negatively impact tropical 
crop production (South Asia, Africa). According to Rosenzweig 
and Liverman (1992), the regions differ significantly, both in 
the biophysical characteristics of their climate and soil and in 
the vulnerability of their agricultural systems. Tropical areas 
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are generally expected to have the biggest decreases in agricul-
tural production. Another factor affecting agriculture with this 
background is the increasing rate of microbial decomposition of 
organic matter, which adversely affects soil fertility in the long 
run. Also, studies analysing the effects on pests and diseases 
suggest that temperature increases may extend the geographic 
range of some insect pests currently limited by temperature.

The effects of increased ultraviolet-B (UV-B) radiation are 
also of great concern. The increase in UV-B radiation reduces 
the yield in certain agricultural crops. Olszyk and Ingram 
(1993) have also discussed the potential of crop-quality reduc-
tion due to the ‘Effects of UV-B and Global Climate Change 
on Rice Production’ in the Environmental Protection Agency 
International Rice Research Institute (EPA/IRRI) cooperative 
research plan (Dai et al., 1992).

In the long run, the outcome of climatic change will have the 
following effects on agriculture:

• The quality and quantity of agricultural productivity will 
be adversely affected.

• There will be changes of water use (irrigation) and 
agricultural inputs such as herbicides, insecticides and 
fertilisers.

• Several environmental factors will be altered and will 
have their negative impact, particularly in relation to fre-
quency and intensity of soil drainage (leading to nitrogen 
leaching), soil erosion and reduction of crop diversity.

• The cultivable land, land speculation, land renunciation 
and hydraulic amenities will be at stake. There will be 
less rural space available for cultivation.

• Adaptation in organisms may lead to changes in competi-
tion levels, and humans may develop an urgency to develop 
more competitive organisms, such as flood- resistant or 
salt-resistant varieties of crops; also implementing various 
methods and technologies so as to develop new varieties 
of crops to combat the growing disease and pests.

5.3  Mitigation strategies for reducing crop 
productivity losses

It is apparent that, in general, agricultural productivity will 
decrease to a greater or lesser extent under increasing cli-
matic variability, particularly with rising temperatures and 
 fluctuating extreme precipitation. Agricultural resources and 
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their associated supply chains need to be managed sustainably, 
as climate change is a major challenge to sustainable develop-
ment. Therefore, one of the biggest challenges is to sustain our 
agricultural resource that is decreasing under such pressure. 
Only through scientific agricultural practices will our work 
with sustaining crop productivity be ready for the challenge to 
meet the increasing demand against the background of reduc-
ing resources in a changing climate scenario, while also mini-
mising further environmental degradation. This would require 
increased adaptation and mitigation research, capacity build-
ing, changes in policies, regional cooperation, support of global 
adaptation and mitigation funds and other resources. Simple 
adaptations such as, a change in planting dates and crop vari-
eties could help in reducing the impacts of climate change to 
some extent. Changing varieties, such as changing the planting 
date, is a first line of defence for farmers to consider (Wolfe 
et al., 2008). Losses in wheat production can be reduced from 
4 to 5 million tonnes to 1–2 million tonnes if a large percentage 
of farmers could change to timely planting. This may, however, 
not be easy to implement due to constraints associated with 
some crops. Another optimisation strategy is ‘deficit irrigation’, 
in which irrigation is applied during drought-sensitive growth 
stages of crops. Outside these periods, irrigation is limited or 
even unnecessary if rainfall provides a minimum supply of 
water. Water restriction is limited to drought-tolerant pheno-
logical stages, often the vegetative stages and the late ripening 
period. The total irrigation application is therefore not propor-
tional to the irrigation requirements throughout the crop cycle. 
In other words, deficit irrigation aims at stabilising yields and 
obtaining maximum crop water productivity rather than maxi-
mum yields (Zhang and Oweis, 1999). Additional strategies for 
increasing our adaptive capacity include bridging yield gaps to 
augment production, development of adverse climate-tolerant 
genotypes and land use systems, assisting farmers in coping 
with the current climatic risks by providing weather-linked 
value-added advisory services and crop/weather insurance and 
improved land and water use management and policies.

GE (genetically engineered) crops created by recombinant 
DNA (rDNA) could be an overwhelming aid for increasing 
the agricultural growth and productivity against rising tem-
peratures. Natural processes can be made more efficient and 
directed through targeted modifications by means of muta-
tion, classical breeding or rDNA technology. Breeding for new 
cultivars/varieties that are tolerant to higher temperatures are 
likely to be advantageous under the changed climatic scenario, 
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possibly through genetic engineering. Varieties with improved 
tolerance to heat or drought, or adapted to take advantage of a 
longer-growing season for increased yield, will be available for 
some crop species.

Another emergent strategy to support agricultural produc-
tivity under changing climatic conditions is the application 
of nanotechnology. Nanotechnology is new to agriculture, a 
developing field of less than a decade old. It is considered as 
an enabling technology by which the existing materials, virtu-
ally all man-made materials and systems, can acquire different 
properties rendering them suitable for numerous novel applica-
tions. Nanotechnology holds the potential to revolutionise agri-
culture and food systems. Success has already been achieved 
for manufacturing nano-pesticides, nano-fertiliser and many 
other nano-products for increasing the growth and productivity 
of crops in adverse climatic conditions. Therefore, the possibili-
ties of applying nanotechnology to solve the problems of agri-
culture with respect to its vulnerability to changing climatic 
conditions should be worth exploring.

5.4 Genetic engineering as a possible alternative

Increasing CO2, global mean temperatures, varying rainfall pat-
terns and frequent weather changes are occurring due to climate 
change. Such factors place a direct impact on the health and well-
being of crops, thereby affecting small landholders, subsistence 
agriculture and food security in the developing world (Howden 
et  al., 2007). Crop modelling shows that climate change will 
likely reduce agricultural production, thus reducing food avail-
ability (Lobell and Field, 2007) and affecting food security. Plant 
breeding, appropriate crop husbandry, sound natural resource 
management and agricultural policy interventions will be needed 
to ensure food availability and reduce poverty in a world affected 
by climate change (Howden et  al., 2007). Persistent efforts in 
various research fields have been going on to develop new cul-
tivars that can respond to environments with abiotic stresses 
(Bhatnagar-Mathur et al., 2008). Abiotic stresses aggravated by 
climate change pose a serious threat to the sustainability of crop 
yields and account for substantial yield losses. Scientific knowl-
edge of the processes of abiotic stress tolerance in crops con-
tinues to develop and guides conventional breeding and genetic 
engineering of new crop cultivars. The modern tools of cell and 
molecular biology have shed light on control mechanisms for 
abiotic stress tolerance, and for engineering stress-tolerant crops 
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based on the expression of specific stress-related genes. Such 
trait-based approaches to crop genetic enhancement have led to 
genetic manipulations (through transgenic approaches), thereby 
resulting in desired genotypes. Hence, research efforts in genetic 
engineering are advancing so as to keep pace with predicted 
environmental changes that will be more variable and stress-
ful. Climate change will also be associated with increased water 
stresses in many regions due to changes in rainfall distribution 
and because increased temperatures under low relative humid-
ity will result in a greater evaporative demand, thereby reducing 
water use efficiency, particularly in drought-prone environments. 
Bennett (2003) summarises options for water productivity 
enhancement through crop breeding and biotechnology (Bt), 
whereas Ortiz et al. (2007) provides an overview of transgenic 
research for drought-prone environments. Innovations in crop 
genetic enhancement have provided some of the best options for 
farmers, especially in the developing world, to combat against 
global warming, water scarcity, flooding and salinity. Genetic 
enhancement of crops brings innovations to farming systems as 
a result of new findings and ensuing knowledge from research. 
Crop improvement has been accelerated by the genetic engi-
neering of new traits, particularly those that are not amenable to 
conventional breeding. Farmers grew about 114.3 million ha of 
transgenic crops in 2007 (with a growth rate of 12% vis-à-vis the 
previous year).

5.5 the Indian scenario

GE crops promise to make a great, possibly indispensable, 
contribution to reducing mass hunger even in adverse climatic 
conditions. Yet, the development of GM (genetically modified) 
crops has recently caused widespread unease in many coun-
tries. Controversies over GM crops and GM food in India have 
summed up many of the issues. Maharashtra, Karnataka and 
Tamil Nadu had an average of 42% increase in yield with GM 
cotton in 2002, the first year of commercial GM cotton plant-
ing, but due to a severe drought in Andhra Pradesh that year, 
the parental cotton plant used in the genetic-engineered vari-
ant was not well suited to the extreme drought, and hence, no 
increase in yield. Drought-resistant variants were developed 
with substantially reduced losses to insect predation. By 2011, 
88% of Indian cotton was made GM. However, recently, the 
cotton bollworm has been developing a resistance to Bt cot-
ton and the Indian Agriculture Ministry linked farmers’ 



150 CLIMATE CHANGE EFFECT ON CROP PRODUCTIVITY

suicides in India to the declining performance of Bt cotton for 
the first time. Consequently, in 2012, Bt cotton was banned in 
Maharashtra and there were orders for its socio-economic stud-
ies to be conducted by independent institutes.

A variety of ethical issues are raised in response to the use 
of genetic engineering for enhancing agricultural productivity 
under changing environmental conditions. The ethical prin-
ciple of beneficence demands action to eliminate hunger and 
disease. Keeping this in mind, the core ethical values should 
provide guidance in research, to modify nature in the service 
of human needs. There should be a balance between the need 
for technological advancement with the duty to protect and pre-
serve our environment for future generations.

5.6 Nanotechnology as an alternative to GM crops

Food security is one of the biggest challenges in the current 
scenario, especially in developing countries. To meet this chal-
lenge, several methods such as crop management, crop improve-
ment and crop protection from pests and diseases have been 
employed since time immemorial so as to enhance the growth 
and productivity of crops. Although these conventional methods 
and improved technologies are successful in enhancing the pro-
ductivity of crops, due to certain limitations they are unable to 
break through some of the bottlenecks in agriculture. The con-
ventional breeding methods under crop improvement for devel-
oping high-yielding varieties with desired traits such as stress 
tolerance (biotic/abiotic), herbicide tolerance, insect resistance 
and so on, are successful, but they are time consuming because 
it takes years to develop a new variety. Conversely, the genetic 
engineering approach is much faster, but not equally accepted 
worldwide due to various limitations associated with it. For 
example, the GE insect-resistant plants exert their effect only 
on being chewed by the insects; this means that the plant has to 
get damaged unnecessarily. In some cases, the insects may also 
acquire resistance against the bacterial toxins used in GE crops. 
Similarly, weed varieties also become resistant to herbicides. 
Therefore, despite the efforts made by the scientists, productivity 
could not realise its potential. Recently, the emergence of nano-
technology and its application in agriculture has raised hopes for 
improving agricultural productivity by overcoming the problems 
encountered in conventional agricultural practices. Although 
nanoparticles are comparatively very small in size (Figure 5.1), 
they have far-reaching consequences on the biological system. 
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The Indian Government is also looking forward to its develop-
ment as a viable alternative to other limiting methods to boost the 
agricultural productivity. The Planning Commission of India has 
recommended nanotechnology research and development as one 
of the six areas of investment (Sreelata, 2008).
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5.7 Nanotechnology in agriculture

Earlier, the application of nanotechnology in agriculture was 
only theoretical, but in recent years its practical knowledge 
has gained new heights and will continue to have its signifi-
cant impact on this field. Nanotechnology exploits the proper-
ties, processes and phenomena of matter at the nanometer (1 to 
~100 nm) scale. To realise their practical application, nanopar-
ticles with different sizes, shapes and composition need to be 
synthesised. For the synthesis of nanoparticles, researchers 
routinely practice either ‘top-down’ or ‘bottom-up’ approaches 
(Figure 5.2). In the top-down approach, scientists try to formu-
late nanoparticles by using larger ones to direct their assem-
bly. The bottom-up approach is a process that builds larger and 
more complex systems by starting at the molecular level while 
maintaining a precise control of the molecular structure.

Thus, by controlling nano-scale composition, size and shape 
we can create new materials with new properties (Figure 5.3). 
The development of new functional materials and smart delivery 
systems for agrochemicals such as herbicides, fertilisers and pes-
ticides, smart systems integration for food processing, packaging 
and so forth (Moraru et al., 2003), are some of its applications in 
this area. The potential of nanotechnology is also increasing with 
the identification of suitable techniques and sensors for precision 
agriculture, natural resource management and early detection of 
pathogens and contaminants in food products. Some of its appli-
cations have been broadly discussed in this chapter.

5.8 Applications of nanotechnology

Nanoparticles have the ability to work at the cellular level 
and rearrange the atoms in the DNA of an organism for the 
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expression of the desired character, thus shortening the time-
consuming conventional methods. Nanotechnology has the 
potential to modify the molecular constitution of the crop plants, 
making it suitable for cultivation under adverse conditions. Both 
natural and induced mutations have an important role in crop 
improvement. Under this background, nanotechnology creates 
a new dimension without the use of chemical compounds and 
physical mutagens such as x-ray, γ-ray and so on. In Thailand, 
Chiang Mai University’s Nuclear Physics Laboratory has devel-
oped a new white-grained rice variety from a traditional purple-
coloured rice variety called Khao Kam. The colour of the leaves 
and stems of Khao Kam were changed from purple to green and 
the grain became whitish (ETC, 2004). The principle behind 
such a change was that a nano-sized hole was drilled through 
the wall and membrane of a rice cell, to insert a nitrogen atom. 
The nitrogen atom is passed through the hole and a particle 
beam was used to stimulate rearrangement of the DNA. This 
newly derived organism is designated as an atomically modified 
organism (AMO), because of its evolution through change at the 
atomic level. Further research work for crop improvement is still 
going on worldwide.

Gene delivery Non-viral gene-delivery systems have gained 
considerable attention as compared to viral systems, even 
though the efficacy of DNA transfection is very low in the for-
mer case. Non-viral vectors have several advantages, such as 
they are relatively easy to prepare, less immunogenic and onco-
genic and there is no viral recombination. One such example 
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of non-viral vectors is a functionalised nanoparticle. The func-
tionalised nanoparticles have the ability to incorporate genetic 
materials such as plasmid DNA (deoxyribonucleic acid), RNA 
(ribonulceic acid) and siRNA (small interfering ribonuleic acid), 
but with little toxicity. This demonstrates a new era in pharma-
cotherapy for delivering genes into specific tissues and cells 
(Jin et al., 2009).

Nanotechnology in disease diagnostics Crop productivity is 
greatly affected by diseases. The detection of the disease at the 
exact stage is essential to effectively prevent it. Viral diseases are 
the toughest ones to control as compared to other diseases. To 
prevent most of the diseases, pesticides are routinely used; this 
is not only associated with residual toxicity and environmental 
hazards but also results in crop yield loss, if applied after the 
appearance of the disease. Nano-based viral diagnostics include 
a multiplexed diagnostic kit development which plunges for the 
detection of the exact strain of the virus and its stage of applica-
tion. Along with the detection power of these nano-based diag-
nostic kits, they can also increase the speed of detection. The 
detection and utilisation of biomarkers for accurate indication of 
the stages of disease with differential protein production in both 
healthy and diseased states, lead to the identification of several 
proteins during the infection cycle. These proteins can be used as 
markers for that particular disease stage.

Nanotechnology in pest control With the advancement of 
nanotechnology, nanoparticles are now being used to produce 
pesticides, insecticides and insect repellants (Owolade et  al., 
2008). Nanoencapsulation is a process that involves the slow 
and efficient release of chemicals such as insecticides into a 
particular host plant for insect pest control. Nanoencapsulation 
with nanoparticles in the form of pesticides allows proper 
absorption of the chemical by the plants unlike large particles 
(Scrinis and Lyons, 2007). Release mechanisms of nanoencap-
sulation are diffusion, dissolution, biodegradation and osmotic 
pressure at specific pH. This process is also capable of deliver-
ing DNA and other desired chemicals into plant tissues for pro-
tection against insect pests. The ongoing research on silkworm, 
Bombyx mori L. race Nistari clearly shows that nanoparticles 
could stimulate more production of fibroin protein that can help 
to produce carbon nanotubes in future (Bhattacharyya et  al., 
2008; Bhattacharyya, 2009). Nanoencapsulation is currently 
the most promising technology for protection of host plants 
against insect pests, but the toxicological and ecotoxicological 
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risks linked to this emerging technology have not been exam-
ined. Research on nanoparticles and insect control should be 
geared towards the introduction of faster and ecofriendly pesti-
cides in the future (Bhattacharyya et al., 2007). Therefore, the 
leading chemical companies focus especially on nanopesticides 
formulation for targeting the host tissue through nanoencapsu-
lation. Thus, nanotechnology will surely revolutionise agricul-
ture in the near future.

Nanotechnology for mitigating climate change  
Nanotechnology is flourishing as one of the newest approaches 
to combat the climate change. Under sub-optimal conditions, 
the potential of gold nanoparticles in alleviating the oxidative 
damage to Brassica juncea has already been explored (Arora 
et  al., 2012). Besides this, they have also concluded that the 
gold nanoparticles improve the redox status of the plants under 
adverse conditions, thereby facilitating healthy survival of this 
crop. The significant increase in seed yield was also observed 
in gold nanoparticle-treated plants. Thus, nanotechnology 
paves the way for food security even under the unfavourable 
environmental conditions.

Nanoparticles for environmental remediation  
Nanoparticles represent a new category of environmental rem-
edy technologies that provide cost-effective solutions to some 
of the most challenging environmental problems. Research has 
shown that iron nanoparticles are very effective for the trans-
formation and detoxification of a wide variety of common envi-
ronmental contaminants, such as chlorinated organic solvents, 
organo-chlorine pesticides and so on. Iron nanoparticles have 
a large surface area, high surface reactivity and also provide 
enormous flexibility for in situ applications. Catalysed and sup-
ported nanoparticles have been synthesised to further enhance 
the speed and efficiency of remediation. Recent research has 
suggested that in a remediation technique, the use of iron 
nanoparticles has the following advantages: (1) effective for 
transforming a large variety of environmental contaminants, 
(2) cost-effective and (3) non-toxic. Recent laboratory research 
has largely established iron nanoparticles as effective reduc-
tants and catalysts for a variety of common environmental 
contaminants, including chlorinated organic compounds and 
metal ions. Using a palladium and iron nanoparticles dose at 
6.25 gL−1, all chlorinated compounds were reduced below the 
detectable limits (Chinnamuthu et al., 2009). Zero-valent iron 
(ZVI) can be used as a chemical reductant for the removal of 



156 CLIMATE CHANGE EFFECT ON CROP PRODUCTIVITY

chlorinated and nitroaromatic compounds under anaerobic 
environmental conditions (O’Hara et al., 2006). Another appli-
cation of nanoparticles is the sequestration of metallic ion and 
heavy metal from aqueous solutions (e.g. Ag, Hg, Pb, Cu, Zn, 
Sb, Mn, Fe, As, Ni, Al, Pt, Pd and Ru). In the presence of mag-
netic ions such as iron sulphide, heavy metals precipitate onto 
the bacterial cell wall, making the bacteria sufficiently mag-
netised for removal from the suspension by magnetic separa-
tion procedure. Research has shown that certain bacteria could 
produce iron sulphonamide. These particles could be used for 
the removal of harmful agents from the surrounding environ-
ment. This new method employs molecular templates to coat 
nanoparticles of magnetite with mesoporous silica.

5.9 Conclusion

Nanotechnology opens up avenues for new innovations in the var-
ious dimensions of biological sciences, especially in agriculture. 
It not only paves the way to combat the various environmental 
issues due to global warming but also provides a solution to the 
major problems in agriculture. Many other limitations faced by 
conventional and other technologies in agriculture can be easily 
and efficiently addressed through this technology. Even though 
it has fruitful applications in every sector, still there are no rules 
and recommendations for its safe and benign use. Therefore, its 
handling guidelines should be formulated and should come into 
effect to realise the optimum benefit of nanotechnology in agri-
culture and other areas to combat global warming.
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Abstract

Change of climate over time has led to decrease in crop 
yield due to inadequate rainfall, various abiotic stresses, 
potential weeds, pests and diseases caused by fungi, bac-
teria and viruses. Biotechnology and the application of 
advanced techniques in agriculture will help in creating 
plants that will adapt to these new climatic conditions. 
One of the important ways of adapting to such changes 
is to apply agricultural biotechnological strategies that 
counter the effects of such changes by improving crop pro-
ductivities per unit area of land cultivars. The increasing 
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demand for food crops worldwide can be satisfied in two 
ways: first is to increase the area under production and the 
second is to improve productivity on existing arable land.

6.1 Introduction

Climate change is a significant and lasting change in the sta-
tistical properties of the climate system when considered over 
long periods of time (Mtui, 2011). The main reason behind cli-
mate change is either the Earth’s natural forces, which basi-
cally include solar radiation and continental drift, or human 
activities. Climate change has obvious and direct effects on the 
agricultural sector, and if the global state is taken into account, 
the reverse, that is, the impact of agriculture on climate is 
also increasingly evident. Agricultural activities result in the 
large-scale emission of greenhouse gases through the use of 
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FIGURe 6.1  Agricultural production acts both as the con-
tributor and the potential mitigating and adaptive force 
towards climate change. Germplasm collection including 
naturally occurring tolerant/resistant crops and wild relatives 
can be used to isolate qTL(s), gene(s) or allele(s) conferring 
tolerance/resistance to various biotic and abiotic stresses by 
employing modern genomics approaches (molecular breed-
ing, genetic engineering and integrated breeding). These 
qTL(s), gene(s) and allele(s) can be used to develop modified 
crops that are better adapted to the various stresses.
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fossil fuel-based inputs, livestock production, soil erosion, land 
conversion and deforestation. Agriculture, the second largest 
industrial sector, directly accounts for approximately 14% of 
global greenhouse gas emissions and indirectly for an addi-
tional 17% of emissions (IPCC, 2007). Hence, the agricul-
tural sector acts both as the contributor to the climate change 
and,through adjustment in practices, as a potential mitigating 
and adaptive force (Figure 6.1). Research and development of 
new technologies have always been important to agricultural 
production to achieve the goal of increasing output per unit of 
land, labour and other input. The need of agricultural innova-
tion has become even more apparent with the emergence of the 
issue of climate change. Here, we describe the potential role 
that biotechnology and other advanced agricultural practices 
can play in climate change mitigation and adaptation.

6.2 Industrial agriculture and the climate change

In the twenty-first century, climate change is one of the most 
serious and extensive challenges faced by the modern world 
and, as per the Environmental Protection Agency (EPA), it is 
mainly caused by the upsurge of the greenhouse gases in the 
Earth’s atmosphere. Greenhouse gases are constituents of the 
atmosphere (both natural and anthropogenic) that absorb and 
emit radiations at specific wavelengths within the spectrum 
of infrared radiation emitted by the Earth’s surface, the atmo-
sphere and clouds (IPCC, 2007). The primary greenhouse gases 
in the Earth’s atmosphere include water vapour (H2O), carbon 
dioxide (CO2), nitrous oxide (N2O), methane (CH4) and ozone 
(O3). Certain man-made greenhouse gases such as the halocar-
bons and other chlorine and bromine containing substances 
are also present in the atmosphere besides sulphur hexafluo-
ride (SF6), hydrofluorocarbons and perfluorocarbons. Infrared 
opacity of the atmosphere increases with increased levels of the 
greenhouse gases, an imbalance that can only be remunerated 
by an increase in the temperature of the surface–troposphere 
system. This phenomenon is termed as the greenhouse effect 
(IPCC, 2007). With the modernisation of the society, the level 
of greenhouse gases released into the atmosphere has increased, 
leading to an increase in anthropogenic changes in the climate. 
According to Yohe and Tol (2007), due to the increase in green-
house gas emissions, global temperatures could rise by 2–3°C 
by 2050, resulting in the rise of sea levels and a change in the 
prototype of vegetation and animal migration.
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Agriculture, the world’s largest industry, is one of the big-
gest contributors in these greenhouse gas emissions and sub-
sequently the changes in the climate, with maximum impact 
coming from the use of industrialised inputs such as machinery 
and fertilisers. Hence, before examining the effect of climatic 
change on agriculture, it is imperative to understand the current 
industrial agricultural system and its effect on climate change. 
‘Industrial agriculture’ describes the agricultural methods used 
post-green revolution and the term ‘green revolution’ refers to 
the introduction of scientific technology into agriculture, espe-
cially hybrid seeds and chemical inputs such as fertilisers, pes-
ticides and herbicides. Green revolution changed the scenario 
of world agriculture from a primary ecological process to one 
of the technological developments, revolutionising the world’s 
food system. Before the 1900s, animals and human power were 
used instead of machinery to manage agricultural crops, and fer-
tilisers comprised animal waste, crop residue and local organic 
matter. Agricultural yields obtained from these low-input and 
labour-intensive methods were low but stable. Pest outburst or 
severe weather was avoided by growing more than one crop or 
variety in the field, with farmers relying more prominently on 
natural process of earth instead of industrial inputs. Hence, in 
this system the relations between the agriculture and ecology 
were very strong and the farmer’s understanding of the ecologi-
cal process played a major role in the success of the crops. This 
early agrarian system soon started shifting away from the eco-
logical methods toward mechanised farming due to the industrial 
revolution, which formed a part of green revolution. Because 
of an increase in population and subsequently the fear of food 
shortages in the future, alternative systems of agriculture based 
on modern machinery and technology became a vital part of 
government policy by reducing the human input and increasing 
the technological input. Hence, this industrial technology boom 
changed the agrarian system and the face of society.

In the 1960s and 1970s, green revolution based on increased 
use of technology further revolutionised the agricultural sys-
tem. Norman Borlaug, the father of green revolution allowed 
Mexico’s green revolution to spread worldwide by developing 
high yielding hybrid semi-dwarf wheat in 1940s, which were able 
to produce higher yields when combined with chemical inputs 
such as pesticides and fertilisers. Soon with the help of various 
funding agencies like Food and Agriculture Organization (FAO) 
and the United States Agency for International Development 
(USAID), hybrid technology succeeded in making its way to 
India, Asia and across Europe. Hence, with the green revolution 
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came the miracle of the twentieth century, which was the huge 
amount (doubled and tripled) of food produced from the same 
amount of land.

To produce high yields using hybrid seeds, chemical  fertilisers 
were required, which were specific to a single crop and, hence, 
encouraged monocultures giving further rise to pest problems, 
which were then tackled with another chemical, that is, pesticides. 
Hence, with the increase of hybrid seeds, dependence on chemical 
inputs grew and the technological progress in agriculture, which 
appeared to be favourable at first glance, resulted in the explo-
sion of many problems and complications over time, particularly 
greenhouse gas emissions. Agricultural practices, including defor-
estation, cattle feed lots, chemical use (fertilisers, pesticides and 
herbicides), use of fuels and manufacturing of on-farm machines 
and harvesting methods accounted for 25% of greenhouse gas 
emission (FAO, 2007), making agriculture the second largest 
industrial sector contributing to greenhouse gases. Looking at 
such a large impact of technological advancement in agriculture 
on climate change, it becomes imperative to limit all the aspects 
of agricultural greenhouse gas emissions. The agricultural aspect 
of climate change is primarily a technological problem, but is also 
influenced by political and social factors. However, despite politi-
cal and social limitations, there are immediate benefits of bio-
technology in agriculture that can be seen working in the current 
agricultural system. It is these benefits that hold the promise for 
reducing the immediate impact of agriculture on climate change 
and addressing the urgent problem of greenhouse gas emissions. 
While it is important for alternate movements, like the Polyface 
and similar sustainable farms, to continue growing and support-
ing the entire systematic agricultural change, it is also essential to 
immediately change the current system of industrial agriculture 
which accounts for the majority of the agricultural causes of cli-
mate change. It is therefore essential to find ways to immediately 
tackle the greenhouse gas emissions from large-scale industrial 
farms, and biotechnology holds one such immediate solution. The 
FAO says ‘agriculture can be part of the solution by contribut-
ing to climate change mitigation, through carbon conservation, 
sequestration and substitutions and establishing agricultural sys-
tems that can buffer extreme events’ (FAO, 2007).

Current and forecasted climatic conditions such as tem-
perature extremes (hot and cold), drought, heat waves and the 
changing pattern of rainfall pose a serious challenge for agricul-
tural production worldwide, affecting plant growth and yield, 
and causing billions of dollars in losses (Boyer, 1982). Hence, 
the global climate change is associated with the problem of 
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food insecurity, hunger and malnutrition, particularly in South 
Asia and sub-Saharan Africa (Nelson et al., 2009; Parry et al., 
2009). For example, the global temperature increased between 
1981 and 2002, reducing the yields of major cereals by cost-
ing as much as $5 billion per year (Lobell and Field, 2007). 
The productivity of maize was drastically reduced by heat 
waves and drought in Italy (Ciais et al., 2005). Heat waves also 
affected wheat production in Central Asia and extreme flood-
ing in South Asia in 2009–2010. In addition to the challenges 
associated with the climate change like extreme temperatures, 
drought and flooding, the biotic stresses such as pests, diseases 
and alien weed species also affect the current cropping systems 
(Hyman et al., 2008; Wassmann et al., 2009).

6.3  Biotechnology for climate change mitigation 
and crop adaptation

Agricultural biotechnology can play a positive role in address-
ing the problems associated with climate change by mitigating 
the impact of climate change, creating adaptation techniques 
and reduced-impact agricultural methods. Climate change 
mitigation refers to human interventions to reduce the sources 
or decrease the intensity of negative effects of climate change. 
Generally the climate change mitigation strategies involve 
reductions in the concentration of atmospheric greenhouses 
gases either by keeping a check on their sources or by increas-
ing their sinks (IPCC, 2007). Climate change adaptation strat-
egy involves the reduction in the vulnerability of natural and 
human systems to climate change effects (IPCC, 2007).

6.4  Biotechnology for climate change mitigation

Biotechnology plays a great role in reducing the on-farm fuel 
consumption by reducing the usage of chemical inputs and 
employing low-till or no-till agricultural methods. The use of 
chemical inputs such as fertilisers, herbicides and pesticides has 
become a common practice in the industrial agriculture world-
wide, especially marginal landscapes, and has resulted in the 
global scale contamination of the environment with toxins that 
change the course of biogeochemical cycles. While these chem-
ical inputs help to accelerate crop growth and increase yields, 
their effects on the climate change through the emissions of 
greenhouse gases are becoming increasingly evident.
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Biotechnology provides a valuable solution for reducing 
the amount of chemical fertilisers used in conventional farm-
ing, finally leading to a reduction in the amount of greenhouse 
gases released into the atmosphere. This has been made pos-
sible by the development and use of modern biotechnology such 
as genetically modified organisms (GMOs) that have low fer-
tiliser input needs. For example, the rice and canola developed 
by Arcadia Biosciences are genetically modified (GM) to use 
nitrogen more efficiently, resulting in reduced fertiliser needs. 
This technology, which is referred to as nitrogen use efficiency 
(NUE), allows farmers to produce yields equivalent to conven-
tional agriculture without a significant requirement for nitro-
gen fertilisers. Artificial inorganic nitrogenous fertilisers like 
ammonium sulphate, ammonium chloride, ammonium phos-
phate, sodium nitrate and calcium nitrate are responsible for 
the formation and release of greenhouse gases (especially N2O) 
from the soil to atmosphere when they interact with common soil 
bacteria (Brookes and Barfoot, 2009). Additionally, improved 
NUE in crops leads to the lower emission of greenhouse gases 
in the atmosphere through reduced fertiliser application. The 
reduced input of nitrogen fertilisers also means less nitrogen 
pollution of ground and surface waters. The GMOs and other 
related technologies like organic farming also reduce on-farm 
fuel usage, leading to reduction in CO2 emissions, by decreas-
ing the necessity and frequencies of spraying with fertilisers, 
pesticides and herbicides. Additionally, the GM crops will con-
tinue to reduce greenhouse gas emissions through reduced fer-
tiliser application by combining the initial CO2 reduction with 
further improvements in biotechnology research.

The use of environment-friendly biotechnology-based fer-
tilisers (composted humus and animal manure) should be 
encouraged to reduce the negative effects of artificial fertilis-
ers. Organic farming based on biofertilisers, crop rotation and 
intercropping with leguminous plants having nitrogen-fixing 
abilities are among some of the conventional biotechnologi-
cal strategies for reducing artificial fertilisers use (Varshney 
et al., 2011). The use of genetically engineered techniques 
to improve Rhizobium inoculants led to the development of 
strains with improved nitrogen-fixing characteristics. The 
non-leguminous cereal crops, such as rice and wheat, can be 
made to fix nitrogen in the soil by inducing nodular structures 
on their roots using biotechnological approaches (Yan et  al., 
2008). Additionally, manipulation of animal diet and manure 
management can reduce CH4 and N2O emissions from animal 
husbandry (Johnsona et al., 2007). Agricultural biotechnology 
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should provide for solutions to fight against climate change. In 
this context, biofuels produced both from traditional and GMO 
crops, such as sugarcane, oilseed, rapeseed and jatropha, will 
play a crucial role in reducing the adverse effects of greenhouse 
gases emission, particularly CO2 by the transport sector. Hence, 
energy-efficient farming will depend on machines that use bio-
ethanol and biodiesel instead of the conventional fossil fuels. 
A plantation of perennial non-edible oil seed producing plants 
will help in clearing the atmosphere and producing biodiesel 
fuel for direct use in the energy sector or in blending biofuels 
with fossil fuel in certain proportion, thereby minimising the 
use of fossil fuels to some extent (Jain and Sharma, 2010).

The capture or uptake of the carbon-containing substances, 
particularly carbon dioxide, is often referred to as carbon 
sequestration. It is commonly used to describe any increase 
in soil organic carbon content caused by the change in land 
management (Powlson et al., 2011). The soil carbon sequestra-
tion is one of the important strategies to limit the increase of 
the atmospheric CO2 concentration. One way to enhance carbon 
sequestration is by reducing conventional tillage. Conventional 
tillage means to completely turn the soil to reduce the need for 
weed control and receive higher yield. However, tillage causes 
high erosion rates, resulting in the release of CO2 into the atmo-
sphere and the loss of other nutrients from soil. Tillage also 
increases the speed of decomposition of organic matter in the 
soil by increasing the availability of oxygen in the soil. An alter-
nate approach to conventional tillage is the conservation tillage, 
which leaves approximately 30% of crop residue on the land 
to help reduce soil erosion from wind and rain. In this way, it 
reduces the loss of CO2 from the agricultural systems and also 
plays a vital role in reducing water loss through evaporation, 
increasing soil stability and in maintaining cool soil microcli-
mate. Conservation tillage is considered the superior option to 
conventional tillage as it reduces erosion and sedimentation 
in nearby waterways and allows for more natural soil cycles. 
Biotechnology takes conservation tillage a step further by cre-
ating GM crops like herbicide-tolerant (HT) seeds that reduce 
the need for tillage and allow farmers to adopt ‘no-till’ farming 
practices. In no-till farming, crops are specifically designed to 
reduce the impacts of soil preparation through plowing, ripping 
or turning the soil. HT crops allow farmers to apply herbicides 
to the emerging weeds rather than incorporating into the soil 
through tillage. This strategy has been made possible only by 
the use of biotechnology, which allowed the development of GM 
seeds, in the absence of which herbicides would have killed both 
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the crops and the weeds. The main purpose of the herbicide-
resistant plants is to reduce the need for tillage, finally providing 
protection to nearby environments through reduced erosion and 
enhanced soil sequestration. For example, the GM herbicide-
resistant Round up ReadyTM soybean accounted for up to 95% 
of no-till areas in the United States of America (USA) and in 
Argentina, leading to the sequestration of 63,859 million tonnes 
of CO2 (Kleter et  al., 2008). HT crops allow farmers to kill 
only the weeds avoiding the greenhouse gas intensive process 
of weed control by traditional tillage, finally leading to more 
soil carbon sequestration. No-till agriculture, in addition to car-
bon sequestration, reduces the consumption of fuel to operate 
equipment, thereby reducing CO2 emissions. The gross global 
warming potential (GWP) for no-till agriculture is drastically 
lower than both traditional and conservation tillage (Figure 6.2). 
Reduction of fuel usage due to the application of biotechnol-
ogy amounted to savings of about 962 million kg of CO2 emit-
ted in 2005, while the adoption of reduced tillage or no-tillage 
practices led to the reduction of 40.43 kg/ha CO2 emissions due 
to less fuel usage, respectively. Therefore, in terms of carbon 
sequestration and reduced greenhouse gas emissions, it is clear 
that GM HT crops are beneficial for climate change mitigation.

6.5 Biotechnology for crop adaptation

In addition to the climate change mitigation strategies, it is 
equally important to give attention to the various adaptation 
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strategies for the effects of climate change that are already in 
progress. Change of climate over time has led to a decrease in 
crop yield due to inadequate rainfall, various abiotic stresses, 
potential weeds, pests and diseases caused by fungi, bacteria 
and viruses. Biotechnology and the application of advanced 
techniques in agriculture will help in creating plants that will 
adapt to these new climatic conditions. One of the important 
ways of adapting to such changes is to apply agricultural bio-
technological strategies that counter the effects by improving 
crop productivities per unit area of land cultivars.

The increasing demand for food crops worldwide can be 
satisfied in two ways: first is to increase the area under pro-
duction and the second is to improve productivity on existing 
arable land. Given the limited amount of land for cultivation 
and a continuously changing climate, the second option seems 
to be more lucrative. Some of the conventional biotechnological 
options that organic farming technologies using biofertilisers 
include good agronomical practices such as land management, 
crop rotation, mixed farming, intercropping with leguminous 
plants with nitrogen fixing abilities and application of tradi-
tional and indigenous knowledge on known chemical pests and 
disease control methods (Bianchi et al., 2006). In this way, agri-
cultural biotechnology and other advanced breeding strategies 
may help to further achieve higher yields and meet the needs of 
an expanding population with limited land and water resources.

Climate change poses an enormous intimidation in terms of 
the available agricultural land and fresh water use. Abiotic 
stress conditions such as salinity, drought, extreme tempera-
tures, chemical toxicity and oxidative stress impose negative 
effects on agriculture and the natural environment (Bartels and 
Sunkar, 2005). Rising sea levels increase water salinity and 
force migration, resulting in greater population density with 
reduced viable crop land and fresh water for irrigation. About 
25 million acres of arable land is lost each year due to salin-
ity caused by indefensible irrigation techniques (Ruane et al., 
2008). It is estimated that if the increase in salinity continues 
with this speed, it will lead to 30% loss of arable land within 25 
years and 50% by the year 2050 (Wang et al., 2003; Valliyodan 
and Nguyen, 2006). Seventy percent of the available fresh water 
consumed is accounted by the agriculture sector (Brookes and 
Barfoot, 2008), which is likely to increase with the increas-
ing temperature associated with climate change. Increasing 
harsh conditions will force the plants to use more energy and, 
hence, more water to grow. The problem is aggravated when the 

Adaptation to 
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rising sea levels decrease available arable land and fresh water 
sources. This condition requires the need for an agriculture that 
truly conserves both water and land, and still gives a higher 
yield to feed the growing population. Biotechnology can be 
employed to generate an agricultural system that will be more 
water-efficient in the large-scale production methods.

Keeping the above information in view, the solutions that 
facilitate the adaptation of crops to these abiotic stresses 
(drought, salinity, etc.) need to be developed. The conventional 
approaches to reduce the effects of these abiotic stresses involve 
selecting and growing stress-resistant crops that can tolerate 
harsh conditions on marginal lands. Examples of such crops 
include cassava, millet and sunflower (Manavalan et al., 2009). 
Tissue culture and breeding are also being used to cross stress-
tolerant crops with high-yielding species, generating stress-tol-
erant high-yielding hybrids (Ruane et al., 2008). Although the 
biotechnology community generally focuses on either molecu-
lar breeding or genetic engineering approaches, it is evident 
that there is a need to target complex problems caused by dif-
ferent stresses using integrated biotechnology approaches. As 
the whole genome sequence of plant, physical maps, genet-
ics and functional genomics tools are becoming increasingly 
available, integrated approaches using molecular breeding and 
genetic engineering offer new opportunities for improving 
stress resistance (Manavalan et  al., 2009). Hence, an outline 
for breeding a plant for the abiotic stress should incorporate 
conventional breeding and germplasm selection, elucidation of 
specific molecular control mechanisms in tolerant and sensitive 
genotypes, biotechnology-oriented improvement of selection 
and breeding procedures (functional analysis, marker probes 
and transformation with specific genes) and improvement and 
adaptation of current agricultural practices (Wang et al., 2003).

Activation and regulation of specific stress-related genes 
form the basis of the control mechanisms for abiotic stress 
tolerance (Table 6.1). Genetically engineered plants are based 
on different stress mechanisms, like metabolism, regula-
tory controls, ion transport, antioxidants and detoxification, 
late embryogenesis abundance, heat shock process and heat 
proteins (Wang et al., 2003). A number of high-yielding GM 
crops tolerant to abiotic stress have already been made avail-
able, some of which include tobacco (Hong et  al., 2000), 
Arabidopsis thaliana and Brassica napus (Jaglo et al., 2001), 
tomato (Hsieh et al., 2002; Zhang and Blumwald, 2002), rice 
(Yamanouchi et  al., 2002), maize, cotton, wheat and oilseed 
rape (Yamaguchi and Blumwald, 2005). As drought and water 
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table 6.1 List of representative genes conferring stress tolerance in plants

S. no. Name of gene Full form Trait

1. DREB Dehydration responsive 
element binding factor

Improved drought and salt 
tolerance

2. SUB Submergence 
(ethylene response factor 
like gene)

Submergence tolerance

3. HSP Heat shock protein Improved drought and salt 
tolerance

4. NAC NAM/ATAF/CUC Improved drought 
tolerance

5. ERF Ethylene response factor Improved drought 
tolerance

6. HARDY AP2/ERF gene Improved drought and salt 
tolerance

7. HSF Heat shock factor Improved temperature 
tolerance

8. MYC — Improved drought 
tolerance

9. MYB — Improved drought 
tolerance

10. ABF Abscisic acid responsive 
factor

Improved drought 
tolerance

11. P5CS Pyrroline-5-carboxylate 
synthase

Improved drought and salt 
tolerance

12. TPS Trehalose-6-phosphate 
synthetase

Improved drought 
tolerance

13. IMT Myo-inositol-O- 
methyltransferase

Improved drought and salt 
tolerance

14. CodA Choline oxidase Improved cold and salt 
tolerance

15. ProDH Proline dehydrogenase Improved salt tolerance
16. OAT Ornithine amino 

transferase
Improved NaCl or 
mannitol tolerance

17. BADH Betaine aldehyde 
dehydrogenase

Improved salt tolerance

18. Cu/ZnSOD Superoxide dismutase Improved cold and 
oxidative stress tolerance

19. ALDH Aldehyde dehydrogenase Improved drought, salt and 
oxidative stress tolerance

20. CDPK Calcium-dependent 
protein kinase

Improved drought and salt 
tolerance

21. NDPK Nucleotide diphosphate 
kinase

Improved cold and salt 
tolerance

22. NHX Na+/H+ antiporter Improved salt tolerance



171ROLE OF BIOTECHNOLOGY IN CLIMATE RESILIENT AGRICULTURE

scarcity are becoming more prevalent, biotechnology will help 
create plants that can withstand these harsh conditions. There 
are examples where plants are engineered to reduce the levels 
of poly (ADP ribose) polymerase, an important stress-related 
enzyme, resulting in GM plants that are able to survive drought 
and showed 44% increase in yield compared to their non-
GM counterparts (Brookes and Barfoot, 2008). The United 
Kingdom Agricultural Biotechnology Council (ABC) is work-
ing on another technology, which involves the use of transcrip-
tion factors and stress genes that act as genetic switches. This 
technology has resulted in a twofold increase in productivity 
for Arabidopsis and a 30% increase in yield for maize during 
severe water stress. Additionally, new areas of research in bio-
technology are working toward creating plants that are resistant 
to salt by introducing a gene from salt-tolerant mangroves into 
food crops. With this technology, the available water sources 
can be used more efficiently and the lands near rising oceans 
that are subject to ground water salination will become fertile 
for these salt-tolerant seeds. Creating plants with increased 
yields means less land will be needed to plant and grow food. 
With growing populations and climate-induced land loss, pro-
ducing higher yields on less land will become an essential com-
ponent of agriculture. In this context, in addition to hardier and 
more water-efficient plants, biotechnology is also creating more 
space-efficient plants.

Strains, resistant to biotic stresses such as insects, fungi, bac-
teria and virus have been developed through conventional 
landscape-management practices and breeding initiatives, 
leading to crop adaptation. For example, agricultural pest con-
trol strategies have been significantly benefited by the ability of 
the soil bacteria (Bacillus thuringiensis, Bt) gene to be trans-
ferred into maize, cotton and other crops to import protection 
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table 6.1 (continued) List of representative genes conferring stress tolerance in 
plants

S. no. Name of gene Full form Trait

23. SOS Salt overly sensitive Improved salt tolerance
24. Glyoxylase — Improved salt tolerance
25. NCED 9-cis-epoxycarotenoid 

dioxygenase
Improved drought 
tolerance

26. Invertase — Improved salt tolerance

Source: Adapted from Bartels B and Sunkar R 2005. Crit. Rev. Plant Sci., 24: 23–58.
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against insects. Bt crops proved to be highly beneficial tools for 
the integrated pest management program by providing farm-
ers with new pest control strategies (Zhe and Mitchell, 2011). 
For example, transgenic canola (oilseed rape) and soybean have 
been modified to be resistant to specific herbicides (Bonny, 
2008). Also, GM cassava, potatoes, bananas and other crops 
that are resistant to fungi, bacteria and viruses are in develop-
ment; some have already been commercialised while others are 
undergoing field trials (Van Camp, 2005). Studies carried out 
between 2002 and 2005 found that biotic stress-resistant GM 
crops account for an increase in the average yield of 11–12% 
for canola and maize compared to conventional crops (Brookes 
and Barfoot, 2008, 2009; Gomez-Barbero et al., 2008).

6.6  Conclusion

The development and application of plant biotechnology can 
contribute optimistically towards climate change adaptation and 
mitigation through reduction of CO2 emissions, carbon seques-
tration, reduced fuel use, adoption of environmentally friendly 
fuels and reduced artificial fertiliser use, employing biofuels 
for improved soil fertility and crop adaptability. These proce-
dures, on the one hand, help in improving agricultural produc-
tivity and food security, whereas on the other hand protect our 
environment from adverse effects of climate change. There is 
harmony among scientific groups that climate variability is a 
result of direct and indirect anthropogenic activities. An inte-
grated approach combining both the conventional and modern 
agricultural biotechnology approaches will not only contribute 
to increased yield and food security, but also significantly con-
tribute to climate change adaptation and mitigation initiatives.
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Abstract

Sugarcane (Saccharum spp.) is main cash crop through-
out the tropical regions of the world. It represents an 
important food and bioenergy source, being cultivated 
in many tropical and subtropical countries, and covering 
more than 23 million hectares worldwide, with a produc-
tion of 1.6 billion metric tons of crushable stems. This 
crop is responsible for almost two thirds of the global 
sugar production.
 The predicted outcomes of climate change in the Indian 
context include a rise in temperature, decreased rainfall, 
altered rainfall patterns, floods, drought, waterlogging 
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and increased CO2. Increased temperature during the 
maturity period of sugarcane may adversely affect the 
juice quality, especially juice content; increased summer 
drying of the crop could result in substantial yield loss. It 
is also possible that there will be an autocatalytic compo-
nent to global warming. Photosynthesis and respiration 
of plants and microbes increase with temperature, espe-
cially in temperate latitudes. As respiration increases with 
increasing temperatures more than photosynthesis, global 
warming is likely to increase the flux of carbon dioxide to 
the atmosphere, which would constitute a positive feed-
back to global warming.

7.1 Introduction

To optimise sugarcane improvement, it is necessary to know the 
impact a selected trait will have on the general physiology of the 
plant. However, this is not yet possible as there are too many gaps 
in our knowledge of the unique development and physiology of 
sugarcane. Such gaps impair our ability to enhance desired agro-
nomical traits. For example, selection of sugarcane varieties with 
increased photosynthetic capacity may be useless if sugar accu-
mulation is constrained by temperature, water deficit or nutrient 
availability (Inman-Bamber et al. 2002). It may prove difficult to 
consistently increase sucrose levels in the culm without first know-
ing the factors that affect sugarcane yield and carbon partitioning.

A key aspect to increase sugarcane yield is the regulation 
of its photosynthetic apparatus. Sugarcane C4 metabolism con-
centrates CO2 in photosynthetically active tissues, a strategy 
that has an energy cost that may be offset by the reduction in 
photorespiration rates. There are at least three distinctive forms 
of C4 metabolism that can be identified by the decarboxyl-
ation enzymes they use: NADP+–malic enzyme (NADP-ME), 
NAD+–malic enzyme (NAD-ME) and phosphoenolpyruvate 
carboxykinase (PCK). There is evidence that sugarcane has 
both NADP-ME and PCK (Calsa and Figueira 2007), which 
suggest the two types of C4 metabolism might complement 
each other (Christin et  al. 2007). The physiological implica-
tion of the presence of both pathways and how they could be 
explored to increase sugarcane yield is still unknown.

It is also important to detail how carbon demands in the culm 
affect photosynthetic rates. Photosynthetic rates decrease with 
plant age, which could be a result of physiological limitations to 
sucrose accumulation in the culms (McCormick et al. 2006). This 
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regulation is mediated by hexose, but little is known about the 
downstream pathways of this signal (McCormick et al. 2008a).

The relationship between sink and source is a key step in the 
identification of targets that can be changed in order to improve 
sucrose accumulation. Sucrose production and storage is associ-
ated with the demand imposed by sink organs (McCormick et al. 
2008b). For example, when the leaf growth is reduced, sucrose 
content tends to increase in culm (Inman-Bamber and Smith 
2005). Furthermore, transgenic varieties that express an enzyme 
that converts sucrose into isomaltulose showed increased pho-
tosynthesis, probably due to the introduction of this new carbon 
sink (Wu and Birch 2007). Finally, the reduction of leaf elonga-
tion induced by water deficit redirects the carbon partition and 
provides an increase in sucrose content (Inman-Bamber et  al. 
2004). Experiments showed that water stress reduced the whole 
plant photosynthesis by 18% and the plant extension rate by 
41%, resulting in a 19% reduction in total biomass.

However, water stress increased the sucrose mass gain by 27% 
and increased sucrose content of the dry mass by 37%, confirm-
ing that water deficit reduced the demand for photo assimilation 
for producing fibre and tops so that excess assimilate was allowed 
to accumulate in the form of sucrose (Inman-Bamber et al. 2008).

The impact of water deficit on the physiology or develop-
mental process and on gene expression is also under study 
on six different sugarcane varieties in four regions of Brazil. 
As expected, the preliminary physiological measures showed 
that different cultivars utilise different mechanisms to sur-
vive water stress (Paros et al. 1989). For example, one cultivar 
utilised leaf rolling to reduce water loss, whereas a different 
variety increased root to shoot growth to reduce water loss and 
to increase water uptake (L. Endres, personal communication).

Over the next decades, climate change and increased CO2 lev-
els are projected to impact the productivity of all crops. The CO2 
levels are predicted to increase from about 379 ppm in 2005 to 
730–1020 ppm by the end of the century (IPCC 2007). To design 
sugarcane crops for maximum productivity in such a changing 
environment, it is necessary to study how the increase of CO2 
levels affects sugarcane physiology. An increase in the levels 
of CO2 will reduce the rate of photorespiration in all plants, but 
considerably more in C3 plants than C4 plants. Nevertheless, C4 
plants do increase their biomass when CO2 levels are increased 
from 370 to 720 ppm. This increase in biomass of C4 plants is 
associated more with the increase in water use efficiency than in 
the reduction of photorespiration (Vu et al. 2006; de Souza et al. 
2008). An efficient use of water leads to a lower rate of water 
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depletion in the soil, which increases resistance to drought (Vu 
and Allen 2009). Higher CO2 levels change both the metabolites 
and transcript level of a number of sugarcane genes (Vu et al. 
2006; de Souza et al. 2008), but how each change impacts sug-
arcane physiology remains unknown. Yield increases of 60% 
were observed on sugarcane grown in open top chamber under 
720 ppm CO2, which indicates that yields potential may increase 
under those conditions (de Souza et al. 2008).

Many other physiological traits need to be detailed before a 
strategy can be designed to improve them. For example, numer-
ous details of sugarcane C4 photosynthesis and other metabolic 
pathways are needed to detect which steps constrain sugarcane 
yield. Understanding the mechanisms regulating the transi-
tion from vegetative to reproductive growth would allow the 
control of flowering for breeding and reduce the loss of fixed 
carbon for reproduction. In addition, little is known about what 
limits the capacity of sugarcane to store high concentrations 
of sucrose in the parenchyma tissue of the stalk (McCormick 
et  al. 2008a). Sucrose content variation depends on the mor-
phology of the plant, such as size of the canopy and responses 
to ripening stimuli, such as mild water stress, and how these 
traits influence the supply and demand for photo assimilation 
(Inman-Bamber et al. 2009). The photomorphogenic control of 
sugarcane development can be modified by treatment with gib-
berellic acid (GA3). This phytohormone induces a significant 
increase in stem cell elongation, which increases the capacity 
for sucrose storage in sugarcane seedlings.

In the next few years, many physiological puzzles have to 
be solved. Initially, the results obtained in more controlled 
greenhouse conditions under varying field conditions will need 
to be confirmed. Sugarcane transgenics, either overexpressing 
or silencing specific candidate genes will allow the testing of 
many hypotheses, while physiological experiments will help in 
identifying new candidate genes. System biology coupled with 
yet-to-be developed models will integrate physiology data with 
massive amounts of proteomic, metabolomic and transcrip-
tomic data, to allow a more targeted approach toward under-
standing the limits of sugarcane productivity.

7.2 present scenario

Indian sugar industry, the second largest after the textile industry, 
plays a vital role in the socio-economic transformation of rural 
India. India is the second largest producer of sugar after Brazil. 
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About 4 million growers are involved in the cultivation of sugar-
cane. Sugarcane is cultivated under a number of biotic and abiotic 
stresses, resulting in yield stagnation/fluctuation and low recov-
ery. Sugarcane cultivation has assumed five dimensions, namely, 
maximisation of productivity,  minimisation of cost production, 
sustainability, value addition and competitiveness.

In India, the total area under sugarcane cultivation was 41 lac 
hectare with productivity of 70 t/ha. Also, 10–20% of the sugar 
recovery was done during 2009–2012. Being a C4 plant, sug-
arcane is physiologically one of the most efficient solar energy 
harvesting plant. As per the agro-biological calculation and 
considering 50% use of solar radiation and 30% transpiration 
loss in sugarcane, it is possible to harvest 600 t/ha of total bio-
mass. Some of the progressive growers have achieved 350 t/ha 
of cane yield; and therefore, there is a great scope to bridge the 
gap between potential and actual cane yields. Sugarcane agri-
culture in the country is associated with inherent inconsisten-
cies in area and production due to various factors like climate, 
cane and sugar pricing, pricing of other commodities, cost of 
inputs and labour, labour availability and so on. The last decade 
saw the widest fluctuation in sugarcane production ranging 
from 12.7 million tonnes in 2004–2005 to the record production 
of 28.4 million tonnes in 2006–2007, leading to either a deficit 
or surplus situation. The present requirement of sugar in the 
country is 23 million tonnes, which is the highest in the world. 
The current production can meet the domestic requirement with 
an occasional surplus. Domestic sugar price in India is among 
the lowest in the world. The production cost of Indian sugar is 
estimated to be in the medium range—costlier than Australia 
and Brazil but lower than that of the United States. In the future, 
we may face stiff competition from African countries, whose 
production costs are lower than India.

The growth of the sugarcane agriculture in the country has 
been spectacular: From 1.17 m hectare in 1930–1931, the cane 
area increased to 5.1 million hectare by 2006–2007; almost a 
fourfold increase. During this period, the productivity went up 
from 31 to 68 t/ha, sugarcane production increased from 37 
million tonnes to 355 million tonnes and sugar production had 
gone up from 0.12 million tonnes to 28.4 million tonnes. Sugar 
recovery also showed an improvement from 9.0% to 10.27%. 
The number of sugar factories went up from 29 to over 500 
at present. The growth in cane and sugar production was con-
tributed by two factors; a fourfold increase in cane area and 
improvement in productivity by more than 100%. Both these 
factors were possible because of the development of new, 
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well-adapted varieties, efficient crop production and crop pro-
duction technologies. Owing to this, between 1961 and 2009, 
the production of sugarcane increased at a compound annual 
growth rate (CAGR) of 2.42%.

7.3 the sugarcane cycle

The Indian sugar industry is cyclical in nature. One or two 
years of excess sugar production is followed by a few years of 
shortage. Surplus cane and sugar production leads to low sugar 
prices and accumulated stocks, resulting in losses to the sugar 
factories. Consequently, the cane price is not paid in time to 
the farmer. Then they switch over to other crops, leading to a 
reduction in cane area and sugar production and thereby bring-
ing down sugar production. The rainfall pattern seriously influ-
ences the cane area and production as well.

7.4 Contribution to economy

The contribution of sugarcane to India’s GDP is 1.1%, which 
is significant considering that the crop is grown only in 2.55% 
of the gross-cropped area. The contribution of sugarcane to 
the agricultural GDP has steadily increased from about 5% in 
1990–1991 to 10% in 2010–2011. During the last two decades, 
the average annual growth of sugarcane in the agriculture sec-
tor was about 2.6% against the overall growth of 3% in the 
agriculture sector of the country. In India, sugar is an essential 
item of mass consumption and the cheapest source of energy, 
supplying around 10% of the daily calorie intake. Apart from 
sugar, sugarcane also supplements the energy sector through 
ethanol and electricity production.

7.5 Crop profile

Sugarcane cultivation in the south (South- and Southeast Asia) 
extent from 7 to 32 N latitude covering both tropics and subtrop-
ics. The regions located south of 23 N latitude are ideally suited 
for growing sugarcane in view of long sunshine hours through-
out the year, which facilitates continued growth. The yield levels 
in subtropical areas are significantly less (−56 t/ha) compared to 
the tropics (−82 t/ha), since sprouting and growth during winter 
months are severely affected. Development of varieties capable 
of winter sprouting and growth is most essential if the current 
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yield levels of the subtropics are to be improved. A large number 
of improved high-yielding, well-adapted, location-specific vari-
eties are currently available. Uttar Pradesh ranks first in cane 
area, accounting for over 40% of the total. The crop is grown 
under a wide range of agro-climatic condition, and the produc-
tivity ranges from 25 t/ha in Chhattisgarh to 105 t/ha in Tamil 
Nadu, while the average productivity in the country is about 65 t/
ha. The average sugar recovery in the country is about 10.2%. 
Sixty to seventy percent of cane produced in the country is used 
for sugar production, while the rest is used for seed, chewing, 
juice and for the production of jaggery and khandsari. Sugarcane 
has now emerged as a multiproduct crop used for food, fuel, 
energy and fibre. Sugarcane is photosynthetically one of the 
most efficient crop, fixing 2.3% of solar radiation. One hectare of 
sugarcane may produce 100 tonnes of green matter every year, 
which is more than twice the agriculture yield of most other 
commercial crops. One hectare of sugarcane land with a yield of 
82 t/ha produces about 7000 L of ethanol. Effective conversion 
of bagasse to ethanol is a major research focus today. The global 
availability of bagasse is estimated to be about 425  million tonnes 
annually. This huge biomass can be an important feedstock for 
the production of bio-ethanol. This is particularly important for 
countries like India, where the scope for increasing the produc-
tion of ethanol from molasses or sugarcane juice is very limited. 
However, the limitation so far had been the lack of cost-effective 
technologies to convert bagasse to ethanol.

The experimental maximum yield in sugarcane is 325  t/ha 
which is hardly achieved, though individual farmers have reported 
yields close to this. There is a wide gap in productivity between 
the tropical and the subtropical regions of the country; the farm-
ers averaging about 82 t/ha in tropical  and the later 56t/ha in 
subtropical respectively (Yasuda et al. 1982).

Sugarcane cultivation in the country falls under five agro-cli-
matic regions: peninsular, east coast, northwest, north central 
and northeast zones. The productivity in each zone is affected 
by a varied number of factors. The yield in subtropical India is 
affected by the prolonged winter, which reduces the growing 
period. Drought, waterlogging, salinity and alkalinity affect 
cane production significantly in many states. Among the sugar-
cane disease, red rot is prevalent throughout the country and this 
disease can cause substantial loss. The emergence and spread 
of yellow leaf disease across the country is a major cause of 
concern. Continued mono-cropping of sugarcane without crop 
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rotation and organic recycling for several decades have depleted 
the soil fertility considerably. Sugarcane is a labour- and input-
intensive crop that remains in the field for more than a year. The 
cost of sugarcane cultivation has gone up significantly due to 
the increase in cost of labour and inputs. Labour availability for 
major operations such as harvest has also become scarce due to 
the migration of labourers seeking urban employment. The cost 
of harvest is Rs. 450–650/tonne in the tropics which is more 
than 25% of the sale value of the products.

7.6 Demand for sugar and allied products

Sugarcane is the basic raw material for sugar production, while 
molasses bagasse from the feedstock are the by-products of the 
sugar industry for ethanol production and cogeneration, respec-
tively. The projected requirement of sugar in 2030 is 36 million 
tonnes, which is about 50% higher than at present. To achieve 
this target, the sugarcane production should be about 500 mil-
lion tonnes from the current 350 million tonnes for which the 
production has to be increased by 7–8 million tonnes annually. 
The increased production has to be achieved from the existing 
cane area through improved productivity and sugar recovery 
since further expansion in cane area is not feasible.

The current global sugarcane production is about 165 m tonnes, 
nearly 80% of which is contributed by cane sugar. The global 
demand for sugar at present is close to 167 m tonnes, and it is 
estimated that by 2030 the requirement will go up by over 50% 
to 257 m tonnes. The major producers are Brazil, India, China, 
Thailand, the United States, Mexico and Australia. The new 
sugar industries are coming up in many African countries such 
as Uganda, Tanzania, Zambia, Nigeria, Ethiopia, Guinea and 
so on, while sugar production in some of the traditional sugar-
producing countries such as Fiji and Mauritius has come down 
significantly for various reasons.

7.7 Challenge of climate change

The success of agriculture in India much depends on normal 
monsoons as the favourable weather condition. In the National 
Action Plan on Climate Change (NAPCC) the government has 
listed eight missions to combat climate change and bring down 
the country’s emission level in the long term. A mission on 
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sustainable agriculture and a mission on strategic knowledge 
on climate science are the most important.

Consequent to changes in the soil temperature, soil moisture 
and composition of gases in the root zone, there are likely changes 
with respect to root growth, composition of root exudates, soil 
processes, nutrient dynamics, decomposition and so on. The 
increase in CO2 content will have a beneficial effect on C3 crop 
and the dicot weeds may compete with the sugarcane crop. There 
could be higher incidence of pests and disease under the altered 
temperature regime. If the ambient temperature remains within 
the favourable range for pests, insect species will complete more 
generations, thereby leading to a larger population than normal. 
Climate change is likely to affect the pathogen, host or the host–
pathogen interaction. The change in climatic conditions will have 
an impact on the pathogen variability. Given the changing cli-
matic conditions, the overall disease scenario in sugarcane sug-
gests that besides resistant varieties, other approaches are needed 
to be taken care of for disease management.

7.8 Conclusion

The overall scenario that is emerging is that climate change 
will affect sugarcane productivity through reduced growth, 
increased weed competition and increased incidence of pests 
and disease. Studies have estimated that for every 2°C rise in 
temperature, the sucrose yield will be reduced by about 30%. 
The decrease in yield is attributed to increased moisture stress 
caused by the warmer climate.
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Abstract

Rice is a major food crop of Asia and of the world. The 
impact of global warming on rice may be due to a rise in 
sea level, thus resulting in inundated lands with sea water 
which makes these lands unsuitable for rice cultivation. 
Climate change is estimated to affect 20 million hectares 
of the world’s rice-growing area adversely, mainly in India 
and Bangladesh. It is forecasted by the International Food 
Policy Research Institute that by 2050, the rice prices 
will increase between 32% and 37% as a result of climate 
change due to the reduction in rice productivity by 14% in 
South Asia, 10% in East Asia and the Pacific and 15% 
in sub-Saharan Africa. The rise in carbon dioxide levels 
in the environment may result in higher biomass in rice, 
which, depending on the type of cultivars, may or may not 
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increase the grain yield. Climate change may be tackled 
by adopting proper strategies in research and policies of 
different countries. A proactive approach to this may save 
the rice production, as well as help in reducing emissions 
of greenhouse gas ‘methane’ from rice cultivation.

8.1 Introduction

The world population is growing steadily on the one hand, 
whereas land and water resources are declining on the other. 
Rice is the primary staple food for more than half the world’s 
population. Asia represents the largest producing and consum-
ing region. A total of 651 million tonnes of rice (paddy) was 
harvested in Asia in 2012 (FAOSTAT, 2012). Rice production is 
rising in South Asia but falling in the east. It is also a staple food 
in sub-Saharan Africa, preferred in China and the only available 
domestic staple in many countries in Asia (FAOSTAT, 2010). 
An increase in rice production by ≈1% annually is estimated to 
meet the growing demand for food that will result from popu-
lation growth and economic development (Rosegrant et  al., 
1995). Global population is predicted to rise to over 9 billion 
by 2050, which will lead to a 25% increase in the demand for 
rice. Most of this increase must come from greater yields on 
existing cropland to avoid environmental degradation, destruc-
tion of natural ecosystems and loss of biodiversity (Cassman, 
1999; Tilman et al., 2002). During this period, a warmer climate 
may decrease rice yields by 8%. Fresh global water supply will 
be needed to accommodate increased rice production and an 
additional 57,280,000,000 L (1432 L × 40,000,000 kg) of fresh 
water will be required. Fresh water demands will be more in 
highly populated countries like India and China, which are the 
main producers of rice in the world.

8.2 Global warming

‘Global warming’ refers to the rise in the average temperature 
of the earth’s atmosphere and oceans. The greenhouse gases 
(carbon dioxide, water vapour, nitrous oxide and methane) trap 
heat and light from the sun in the Earth’s atmosphere and lead 
to an increase in the temperature. Huge quantities of green-
house gases are released into the atmosphere due to mining and 
combustion of fossil fuels, deforestation and maintenance of 
livestock herds and also due to rice production. The increase in 



189GLOBAL WARMING IMPACT ON RICE CROP PRODUCTIVITY

temperature harms people, animals and plants, including rice. 
The higher the concentration of greenhouse gases, the more the 
trapping of heat in the atmosphere and the reduced escape of 
heat back into space. The higher heat results in a change in cli-
mate and altered weather patterns. In 2001, the ‘UN-sponsored 
Intergovernmental Panel on Climate Change’ reported that 
worldwide temperatures have increased by more than 0.6°C in 
the past century and estimated that by 2100, average tempera-
tures will increase by between 1.4°C and 5.8°C (Nguyen, 2005).

8.3 Global warming and rice productivity

High temperatures or global warming would decrease the rice 
production globally (Furuya and Koyama, 2005). There is a 
need to plan for appropriate strategies to adapt to and miti-
gate the global warming for achieving long-term food secu-
rity. Both lowland rice cultivation and upland rice production 
under slash-and-burn shifting cultivation results in the emis-
sion of methane and nitrous oxide gases and, thus, contributes 
to global warming. Increased concentration of carbon dioxide 
in the atmosphere along with rising temperatures are two major 
factors making rice agriculture a larger source of greenhouse 
gas ‘methane’ which may double by the end of this century. 
Methane is produced from carbon and hydrogen by bacteria 
in the soil. Some carbon enters the soil from the roots of rice 
plants, which have taken it from the atmosphere via photosyn-
thesis. The rice plants grow faster under higher carbon dioxide 
concentration. This growth, in turn, pumps up the metabolism 
of methane-producing microorganisms in soil in rice field, 
thus generating more methane. Rice farming is responsible for 
approximately 10% of the methane released. Researchers at 
Northern Arizona University gathered published research from 
63 different experiments on rice paddies, mostly from Asia and 
North America. The meta-analysis was used and found two 
strong patterns: first, more carbon dioxide boosted emissions 
of methane from rice paddies, and second, higher temperatures 
caused a decline in rice yields. According to the study, in the 
future the amount of methane emitted from rice paddies is 
likely to increase. Together, higher carbon dioxide concentra-
tions and warmer temperatures predicted by the end of this cen-
tury will double the amount of methane emitted per kilogram 
of rice produced (NAU, 2013). Since half of the worlds’ human 
population is highly dependent on rice, the production systems 
for this crop are, thus, vital for the reduction of hunger and 
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poverty. The cultivation of rice extends from dry lands to wet-
lands and from the banks of the Amur River at 53° north latitude 
to Central Argentina at 40° south latitude. Rice is also grown 
in cool climates at altitudes of over 2600 m above sea level in 
the mountains of Nepal, as well as in the hot deserts of Egypt. 
However, most of the annual rice production comes from tropi-
cal climate areas. In 2004, more than 75% of the global rice 
harvested area (about 114 million out of 153 million ha) came 
from the tropical region whose boundaries are formed by the 
Tropic of Cancer in the Northern Hemisphere and the Tropic 
of Capricorn in the Southern Hemisphere (Nguyen, 2005). The 
temperature increases, which results in rising seas and changes 
in rainfall patterns and distribution, and may affect the land and 
water resources required for rice production and achieving the 
desired productivity of rice crops. The highest limit of tempera-
ture for growth of rice is 45°C and temperatures above this will 
be adverse for yields. The optimum temperature range for rice 
at different stages after germination is 35–31°C whereas for rip-
ening it is 20–29°C (Table 8.1). The temperature may affect and 
produce abnormal symptoms in rice (Table 8.2). Such a rapid 
increase during the crop growth stages, particularly during 
extremely sensitive reproductive and early grain-filling stages 
of rice (Oryza sativa L.), leads to reduced biomass, grain yield 
and quality. Hence, increasing diurnal temperature tolerance in 

table 8.1 Critical temperatures for the development of rice 
plant at different growth stages

Growth stages

Critical temperature (°C)

Low High Optimum

Germination 16–19 45 18–40
Seedling emergence 12 35 25–30
Rooting 16 35 25–28
Leaf elongation 7–12 45 31
Tillering 9–16 33 25–31
Initiation of panicle primordia 15 − − 
Panicle differentiation 15–20 30 − 
Anthesis 22 35–36 30–33
Ripening 12–18  >30 20–29

Source: From Yoshida, S. 1978. Tropical Climate and Its Influence on 
Rice. IRRI Research Paper Series 20. Los Baños, Philippines, 
IRRI.
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rice is a more sustainable approach than altering well-estab-
lished cropping patterns, which will inevitably lead to yield 
penalties (Nagarajan et al., 2010). The current temperatures are 
already approaching critical levels during the susceptible stages 
of the rice plant, namely, Pakistan/North India (October), South 
India (April, August), East India/Bangladesh (March–June), 
Myanmar/Thailand/Laos/Cambodia (March–June), Vietnam 
(April/August), Philippines (April/June), Indonesia (August) 
and China (July/August) (Wassmann et al., 2009b).

8.4 Land and water resources for rice

The increase in temperature will create more land and water 
for growing rice in areas outside the tropical region (Darwin 
et al., 2005). The areas of coastal regions in the United States 
(Florida, much of Louisiana), the Nile Delta and Bangladesh 
will become unsuitable for rice with the rise of sea level by 
88 cm (Kluger and Lemonick, 2001).

During the last two decades, night temperatures have 
increased at a much faster rate than day temperatures and global 
climate models predict a further increase in its frequency and 
intensity. The rice crop is affected both at the vegetative and 
reproductive stage due to a rise in temperature and, hence, pro-
ductivity is also affected. The temperatures required at different 
crop growth phases are given in Table 8.1. High temperatures 
may result in various possible injuries to rice crops (Table 8.2). 
High temperatures for 1–2 h at anthesis may result in sterility 
of the rice crop. Mohandrass et al. (1995) predicted a decline 
in yield by 14.5% in summer rice in India by 2005 based on 
experiments at multi-locations. In the Philippines too, yields 
of dry-season rice declined by 10% for every 1°C increase in 
growing-season minimum temperatures, whereas the effect of 

table 8.2 Symptoms of heat stress in rice

Growth stage Symptoms

Vegetative White leaf tip, chlorotic bands and 
blotches, white bands and specks, reduced 
tillering, reduced height

Reproductive anthesis Reduce spikelet number, sterility
Ripening Reduced grain-filling

Source: From Yoshida, S. 1981. Fundamentals of Rice Crop Science. 
Los Baños, Philippines, IRRI. 269 pp.
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maximum temperature on crop yields was insignificant. Peng 
et  al. (2004) provided evidence in support of statements that 
decreased rice yields from increased nighttime temperature was 
associated with global warming. Temperature and radiation had 
statistically significant impacts during both the vegetative and 
ripening phases of the rice plant. Welch et al. (2010) concluded 
that diurnal temperature variation must be considered when 
investigating the impacts of climate change on irrigated rice 
in Asia. Higher temperatures can adversely affect rice yields 
through two principal pathways, namely (i) high maximum 
temperatures that cause—in combination with high humid-
ity—spikelet sterility and adversely affect grain quality, and (ii) 
increased nighttime temperatures that may reduce assimilate 
accumulation. On the other hand, some rice cultivars are grown 
in extremely hot environments, so that the development of rice 
germplasm with improved heat resistance can capture an enor-
mous genetic pool for this trait. The results show that high night 
temperature compared with high day temperature reduced the 
final grain weight by a reduction in grain growth rate in the 
early or middle stages of grain filling, and also reduced cell size 
midway between the central point and the surface of the endo-
sperm (Morita et al., 2005). In the Philippines, rice production 
may decline up to 75% by 2100 because of global warming 
and Filipinos will have to settle for meals with little or no rice 
unless the government aggressively implements climate change 
adaptation programmes (Antiporda, 2013). Transpiration from 
rice panicles can help lower the temperature of the panicle, 
which is the susceptive organ for high-temperature-induced 
spikelet sterility. By increasing the transpiration, the heat dam-
age to the panicle predicted to occur due to global warming 
may be avoided. To examine the possibility of genetic improve-
ment in transpiration conductance of intact rice panicles (gpI), 
we measured gpI at the time of flowering in the open field in 
21 rice varieties of widely different origins. Thus, the target of 
improvement in gpI against high-temperature-induced spikelet 
sterility should be set at the level of the existing varieties with 
the highest gpI (Fukuoka et al., 2012). Tao et al. (2008) stud-
ied the impact of global warming on rice production and water 
use in China, against a global mean temperature. They found 
the median values of rice yield decrease ranged from 6.1% to 
18.6%, 13.5% to 31.9% and 23.6% to 40.2% for GMT changes of 
1°C, 2°C and 3°C, respectively. Yoshimoto et al. (2010) synthe-
sised a process-based model study in tandem with FACE exper-
iments for studing the effects of climate change on rice yields 
in Japan. They found that it not only contributes to reducing 
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the evaluation uncertainties, but also validates the adapting 
or avoiding studies of heat stress or negative influence on rice 
under projected climate change. The biomass production in rice 
will be more, which may or may not increase the grain yield. 
The higher temperatures can result in sterility in flowers, which 
will then adversely affect yields. The higher respiration losses 
due to a rise in temperature will also make rice less productive. 
IRRI research indicated that a rise in nighttime temperature by 
1°C may result in losses in rice yields by about 10%.

8.5 Salinity, flooding and rice

Rice is highly sensitive to salinity. Salinity often coincides 
with other stresses in rice production, namely drought in inland 
areas or submergence in coastal areas. Submergent tolerance 
of rice plants has substantially been improved by introgressing 
the Sub1 gene into popular rice cultivars in many rice-growing 
areas in Asia. The rice crop has many unique features in terms 
of susceptibility and adaptation to climate change impacts due 
to its semi-aquatic phylogenetic origin. The bulk of global rice 
supply originates from irrigated systems, which are to some 
extent shielded from immediate drought effects. The buffer 
effect of irrigation against climate change impacts, however, 
will depend on the nature and state of the respective irrigation 
system (Wassmann et al., 2009b). Although rice can grow in 
water fields, submerged crops under water for long periods of 
time are not tolerated by rice plants. Flooding due to sea level 
rises in coastal areas and tropical storms will hinder rice pro-
duction. At present, about 20 million hectares of the world’s 
rice-growing area is at risk of occasionally being flooded to 
submergence level in India and Bangladesh. Wassmann et al. 
(2009b) in his review paper mentioned that the mega-deltas in 
Vietnam, Myanmar and Bangladesh are the backbone of the 
rice economy in the respective country and will experience 
specific climate change impacts due to sea level rise. Significant 
improvements of the rice production systems, that is, higher 
resilience to flooding and salinity, are crucial for maintaining 
or even increasing yield levels in these very productive del-
taic regions. The other ‘hotspot’ with especially high climate 
change risks in Asia is the Indo-Gangetic Plains (IGP), which 
will be affected by the melting of the Himalayan glaciers. 
The dominant land use type in the IGP is rice–wheat rotation. 
The geo-spatial vulnerability assessments may become cru-
cial for planning targeted adaptation programmes, but policy 
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frameworks are needed for their implementation (Wassmann 
et al., 2009a).

8.6 Water shortage and rice productivity

Rice cultivation needs plenty of water. The changes in climate 
leading to a week without rain in upland rice-growing areas 
and 2 weeks in shallow lowland rice-growing areas can cause 
reduction in rice yields in the range of 17–40%. The intensity 
and frequency of droughts are predicted to increase in rain-fed 
rice-growing areas. Such changes are also expected in reduce 
water-short irrigated areas for rice cultivation. It affects rain-
fed rice production in an area of 23 million hectares in South 
and Southeast Asia and about 20 million hectares of rain-fed 
lowland rice in Africa. The scarcity of water may also affect 
rice production in Australia, China, the United States and other 
countries. Drought stress is also expected to aggravate through 
climate change; a map superimposing the distribution of rain-
fed rice and precipitation anomalies in Asia highlights espe-
cially vulnerable areas in East India/Bangladesh and Myanmar/
Thailand (Wassmann et al., 2009a,b).

8.7  Global warming and its impact on pests, 
diseases and weeds

The IRRI experiments over the last 10 years at farmers’ fields 
indicated that rice diseases and pests are influenced greatly by 
climate change. The incidence of diseases like brown spot and 
blast increases due to shortages of water, irregular rainfall pat-
terns and related water stresses. On the other hand, the inci-
dence of sheath blight or whorl maggots or cutworms reduces 
due to a change in the environmental conditions and shifts in 
production practices adopted by farmers to reduce the impact 
of climate change. It, thus, results in an emergence of new crop 
health dynamics. Global warming will enhance rice–weed com-
petition. Rodent population outbreaks in Asia may increase due 
to unseasonal and asynchronous cropping as a result of extreme 
weather events. A combined simulation model (CERES-Rice 
coupled with BLASTSIM) was used to study the effects of 
global temperature change on rice leaf blast epidemics in sev-
eral agro-ecological zones in Asia. At least 5 years of historical 
daily weather data were collected from each of 53 locations 
in five Asian countries (Japan, Korea, China, Thailand and 
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Philippines). Two weather generators, WGEN and WMAK, 
from the Decision Support System for Agrotechnology Transfer, 
were utilised to produce estimated daily weather data for each 
location. Thirty years of daily weather data produced by one of 
the generators for each location were used as input to the com-
bined model to simulate blast epidemics for each temperature 
change. Maximum blast severity and the area under the disease 
progress curve caused by leaf blast which resulted from 30-year 
simulations were statistically analysed for each temperature 
change and for each location. Simulations suggest that tempera-
ture changes had significant effects on disease development at 
most locations. However, the effect varied in different agro-eco-
logical zones. In the cool subtropics such as Japan and north-
ern China, elevation of temperature above normal temperature 
resulted in more severe blast epidemics. In warm/cool humid 
subtropics, elevation of temperature caused significantly less 
blast epidemics. However, lower temperature caused insignifi-
cant difference in disease epidemics compared with that in nor-
mal temperature. Conditions in the humid tropics were opposite 
to those in cool areas, where daily temperature changes by −1°C 
and −3°C resulted in significantly more severe blast epidemics, 
and temperature changes by +1°C and +3°C caused less severe 
blast. Scenarios showing blast intensity affected by temperature 
change in different agro-ecological zones were generated with a 
geographic information system (GIS) (Luo et al., 1998).

8.8  Strategies for mitigating effects of global 
warming on rice production

The paddy experiments carried out at UC Davis and Trinity 
College Dublin indicated that increased carbon dioxide in the 
atmosphere boosted rice yields by 24.5% and methane emis-
sions by 42.2%, increasing the amount of methane emitted per 
kilo of rice (Soos, 2012). There are several options available to 
reduce methane emissions from rice agriculture. The manage-
ment practices such as mid-season drainage and using alterna-
tive fertilisers as well as switching to more heat-tolerant rice 
varieties and adjusting sowing dates are some of the measures 
suggested to reduce the methane emissions (NAU, 2013).

The following are few of the strategies which may be adopted 
to counter the effect of global warming on rice:

 1. To breed and release new rice cultivars with better adap-
tation to high temperature and other climatic stresses
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 2. Develop new agro-ecosystem models which may be 
capable of predicting more correctly the consequences of 
climate change and land use change at different scales

 3. Deployment of new management strategies for an eco-
logical intensification of rice landscapes in Asia for 
increasing resource use efficiency, enhanced ecosystem 
resilience and a reduction in global warming potential

 4. Create national and regional adaptation and mitigation 
policies for climate change on rice-based agriculture and 
net contributions of rice systems to global warming
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Abstract

The United Nations declared 2010 as the Year of Biodiver-
sity to encourage nations to conserve their plant and animal 
species. The Convention on Biological Diversity (CBD) 
was signed more than a decade ago, but species continue 
to disappear worldwide at a rapid rate. Local communities 
who have used medicinal plants for generations say that 
these species are becoming hard to find. They say climate 
change is a factor. The CBD embedded three main goals 
into the national biodiversity strategies of all countries who 
signed it. These were sustainable use and the fair and equi-
table sharing of benefits of genetic resources. In respect of 
wild Indian medicinal plants, Article 8 of the CBD relates 
to in situ conservation. In particular clause 8(j) and 8(d) are 
very relevant to medicinal plants. However, as far as imple-
mentation is concerned much remains to be done.

9.1 Introduction

As a direct consequence of CBD, the Biological Diversity Act was 
enacted in 2002. A National Biodiversity Strategy and Action Plan 
(NBSAP) was prepared and subsequently a National Biodiversity 
Authority (NBA) was constituted. However, one is not aware of 
any significant initiative under this Act by NBA as far as the con-
servation and sustainable use of medicinal plants is concerned or, 
more importantly, as far as the preservation of traditional knowl-
edge, innovations and practices of indigenous and local commu-
nities or their wider application is concerned. There appears to be 
some restrictions with regard to regulatory functions.

9.2  Is there a big loss of medicinal plant 
species in India?

An institutional mechanism needs to be put in place to system-
atically assess and enlist the decline and loss of medicinal plant 
species and to monitor and assess threats to wild populations 
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of prioritised species. Article 8d of CBD specifically states: 
‘Promote the protection of ecosystems, natural habitats and the 
maintenance of viable populations of species in natural sur-
roundings’. The Ministry of Environment and Forest (MoEF), 
however, has to have long-term programme, strategy or dedi-
cated funding for monitoring viable populations and undertak-
ing assessment of medicinal plants. National Medicinal Plants 
Board located at New Delhi and Indian Council of Agriculture 
Research may have to take the lead in this direction.

On a relatively small scale, some efforts have been under-
taken by NGOs using International Union for Conservation of 
Nature (IUCN) Red List Categories and Criteria. According to 
such studies, 335 wild medicinal plants of India have been iden-
tified as being under various categories of threat of extinction 
ranging from near threatened, vulnerable, endangered to criti-
cally endangered. Eighty-four of these species of conservation 
concern have been recorded in high volume trade.

There is a need to put in place a long-term systematic threat 
assessment programme for important biota, including medicinal 
plants, which can be anchored in a network of institutions that have 
the competence to study different groups of plants and animals.

9.3 What are the most significant losses?

For example, there are six plant species of high conservation 
concern. These are Aconitum heterophyllum, Coscinium fenes-
tratum, Decalepis hamiltonii, Picrorhiza kurroa, Saraca asoca 
and Taxus wallichiana.

These six plant species are valuable medicinal plant species 
that are currently being used in high quantities by India’s herbal 
industry. They are of extreme conservation concern because of 
the rapid decline of their wild populations. The plant materials of 
these species are obtained entirely from the wild. They represent 
different life forms ranging from herbs to shrubs, climbers and 
trees. Their medicinal uses are described in the codified Indian 
systems of medicine, namely Ayurveda, Siddha and Unani.

9.4  What impact will the decline of these 
plants have?

These six species are used to treat many disease conditions, 
namely as anti-inflammatory, analgesic, anti-diarrhoeal, anti-
pyretic, anti-diabetic, anti-cancer, in liver diseases as well as 
gynaecological disorders.
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Their decline will adversely affect the current usage for 
health care and treatment of disease conditions. The extinction 
of such plant species will be an irreparable loss of the wild gene 
pool that has evolved over several millennia. Once lost, these 
species will not be reproducible through any synthetic means. 
It will be a huge loss for our future generations.

9.5  Are these losses because of climate change or 
because of over-extraction?

The decline and loss of wild populations of valuable wild Indian 
medicinal plants is due to the combined impact of habitat loss 
and degradation as well as over-exploitation. Climate change is 
also cited as a reason but there are no serious studies that have 
exposed this relationship. A few recent studies, outside India, 
have speculated about the fragmentation and decline of wild 
populations of some plant species in the mountains ecosystems 
due to climate change.

Medicinal plants constitute around 40% of the known diver-
sity of vascular plant species of India. Conservation of Indian 
flora merits high priority. A national agenda for conservation of 
medicinal plants should be made.

9.6 Climate change

Although the terms ‘global warming’ and ‘climate change’ are 
often used interchangeably, ‘climate change’ is often the pre-
ferred term of many environmental organisations and govern-
ment agencies. Climate change refers to any significant change 
in measures of climate (such as temperature, precipitation or 
wind) over an extended period of time (decades or longer). 
Global warming refers to an increase in the temperature of the 
atmosphere that can contribute to change in global climate pat-
terns. The Intergovernmental Panel on Climate Change consid-
ers ‘climate change’ to mean any change in climate over time, 
whether due to natural variability or as a result of human activ-
ity. The United Nations Framework Convention on Climate 
Change defines ‘climate change’ as a change in climate that is 
attributable directly or indirectly to human activity that alters 
atmospheric composition.

The success of mankind’s ability to meet the challenges of 
climate change will depend on how well it conserves the world’s 
plants. Governments must act now, if plants are to continue to 
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provide the resources and ecosystem services upon which all 
other species depend.

Wild plant conservation has three mutually dependent aims:

• Maintaining plant species and their genetic diversity.

• Achieving sustainable use of wild plant resources.

• Securing plants and natural vegetation as providers of 
ecosystem services.

These aims are most likely to be achieved where efforts 
are focused on maintaining plants within robust ecosystems. 
However, the ability of national governments to achieve these 
aims is under increasing pressure because of climate change; 
the impact of which is seen at all levels of species’ survival, 
including

• A continuing shift in the potential ranges of many plant 
species, causing them to become extinct in their exist-
ing locations. Many will find it difficult to ‘follow the 
climate’, lacking adequate means of dispersal and find-
ing their paths impeded by human destruction of wild 
habitats.

• Increasing scarcity of food, fuel, forage, medicines and 
many other resources derived from wild plants. This will 
be a serious problem for the billions of people, especially 
in developing countries, who rely on such resources for 
their subsistence and livelihoods.

• The necessity to maintain water supplies, flood control 
and soil stability, all of which rely on natural vegetation 
in both river catchments and coastal margins. Water sup-
plies, already under stress globally, will come under even 
greater pressure, further exacerbating potential resource 
conflicts.

Wild plants play a fundamental role in enabling national gov-
ernments to sustain delivery of social and economic develop-
ment and climate change magnifies the significance of this 
role. The critical factor in securing sustainable management of 
national plant resources is how governments involve the people 
and groups for whom the resources have most value.

Climate change is affecting medicinal and aromatic plants 
around the world and could ultimately lead to losses of some 
key species. This conclusion is based on the research, observa-
tions and opinions of multiple medicinal plant researchers and 
conservationists, as reported in the cover article of the latest 
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issue of Herbal Gram (Vol. 81), the quarterly journal of the 
American Botanical Council (ABC).

A 14-page article, based on recent climate change research and 
the perspectives of 15 scientific researchers, medicinal plant 
conservation experts and others, explores the current and poten-
tial effects of climate change on medicinal and aromatic plants. 
The article notes that species endemic to regions or ecosystems 
that are especially vulnerable to climate change, such as Arctic 
and alpine regions, could be most at risk. Rhodiola rosea of 
the Canadian Arctic and snow lotus (Saussurea laniceps) of 
the Tibetan mountains are specifically identified as medicinal 
species that could face significant threats from climate change. 
Researchers who have studied medicinal plants of Arctic and 
alpine areas and discovered potential threats posed by climate 
change provide information on their findings.

The article further explores effects of climate change that 
appear to be impacting plants including medicinal through-
out the world. For example, climate change has led to shifts 
in seasonal timing and/or ranges for many plants, which 
could ultimately endanger some wild medicinal populations. 
Extreme weather events, meanwhile, have begun to impact the 
production and harvesting of various medicinal plants around 
the world. For instance, recent abnormally hot summers have 
prevented reseeding of medicinal plants such as chamomile 
(Matricaria recutita) in Germany and Poland, and increas-
ingly severe flooding in Hungary has reduced harvests of fen-
nel (Foeniculum vulgare) and anise (Pimpinella anisum) in that 
country.

Climate change has become increasingly recognised as one 
of the greatest challenges to humankind and all other life on 
Earth. Worldwide changes in seasonal patterns, weather events, 
temperature ranges and other related phenomena have all been 
reported and attributed to global climate change. Numerous 
experts in a wide range of scientific disciplines have warned 
that the negative impacts of climate change will become much 
more intense and frequent in the future—particularly if envi-
ronmentally destructive human activities continue unabated.

Like all living members of the biosphere, medicinal and aro-
matic plants (MAPs) are not immune to the effects of climate 
change. Climate change is causing noticeable effects on the life 
cycles and distributions of the world’s vegetation, including 
wild MAPs. Some MAPs are endemic to geographic regions 
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or ecosystems particularly vulnerable to climate change, which 
could put them at risk. Concerns regarding the survival and 
genetic integrity of some MAPs in the face of such challenges 
are increasingly being discussed within various forums.

Although scientists do not know whether climate change 
poses a more prominent or immediate threat to MAP species 
than other threats, it does have the potential to exert increasing 
pressures upon MAP species and populations in the coming 
years. The possible effects on MAPs may be particularly signif-
icant due to their value within traditional systems of medicine 
and as economically useful plants. The future effects of climate 
change are largely uncertain, but current evidence suggests that 
these phenomena are having an impact on MAPs and that there 
are some potential threats worthy of concern and discussion.

Some studies have demonstrated that temperature stress can 
affect the secondary metabolites and other compounds that 
plants produce, which are usually the basis for their medicinal 
activity. But few studies have been conducted in situ (in natu-
ral settings) or ex situ (in a controlled non-natural setting) to 
mimic conditions of global warming.

The taste and medicinal effectiveness of some Arctic plants 
could possibly be affected by climate change. It was noted that 
such changes could either be positive or negative, although 
it seems more likely that the effects would be negative since 
secondary metabolites are produced in larger quantities under 
stressed conditions and—for Arctic plants—warmer tempera-
tures would likely alleviate environmental stress. However, that 
the production of plants’ secondary metabolites are influenced 
by multiple factors—including diseases, competition between 
plants, animal grazing, light exposure, soil moisture and so 
on—and that these other factors may mitigate the effects of cli-
mate change on plants’ secondary metabolites.

Recently NordGen, an organisation based in Alnarp, 
Sweden, collected samples of four medicinal plant species from 
Greenland for preservation and evaluation: angelica (Angelica 
archangelica, Apiaceae), yarrow (Achillea millefolium, 
Asteraceae), Rhodiola rosea (aka golden root, Crassulaceae) 
and thyme (Thymus vulgaris, Lamiaceae). These four MAPs 
are not currently endangered in Greenland, nor are they cur-
rently listed on the Convention in Trade in Endangered Species 
(CITES) appendices. However, collectors interested in pre-
serving current plant genotypes from rapidly warming areas, 
such as Greenland, must do so before new genotypes arrive 
in response to climate change. Moreover, plant populations in 
Greenland are often isolated by the territory’s many huge ice 
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sheets, and this can limit the populations’ available gene pools 
and subsequent abilities for genetically adapting to new cli-
matic conditions. Capturing genetic diversity becomes increas-
ingly important since it is possible that populations will lose 
genetic diversity in response to the changing environment.

Researchers have found that some cold-adapted plant spe-
cies in alpine environments have begun to gradually climb 
higher up mountain summits—a phenomenon correlated with 
warming temperatures (Held et al. 2005). In some cases, these 
plants migrate upward until there are no higher areas to inhabit, 
at which point they may be faced with extinction. Additionally, 
the upward migration of plant species can lead to increased 
competition for space and resources, causing further stress 
among alpine plant populations.

A Global team found that useful Tibetan plants (predomi-
nantly medicinal plants) accounted for 62% of all plant spe-
cies in the alpine Himalayan sites that they examined. Further, 
although overall species richness was found to decline with 
elevation from the lowest summits to the highest, the propor-
tion of useful plants stayed approximately constant. This high 
percentage of useful plants confirms the importance of the 
Himalayas for Tibetan medicine and reflects the dangers posed 
by potential plant losses from climate change.

However, a few medicinal alpine species are restricted to 
the upper alpine zone, such as Artemisia genipi (Asteraceae) 
and Primula glutinosa (Primulaceae). These species may expe-
rience greater impacts from warming temperatures, possibly 
leading to local endangerment.

Although Arctic and alpine areas are experiencing some of the 
most rapid changes from global warming, other ecosystems are 
also considered particularly threatened by the ongoing effects 
of climate change. Among these ecosystems are islands and 
rainforests. Islands are considered especially at risk from rising 
ocean levels, in addition to changing temperatures and weather 
patterns. The world’s oceans also absorb excess heat from the 
atmosphere, and as water warms it expands in volume (a pro-
cess known as thermal expansion), which will similarly con-
tribute to global sea level rise.

Despite these threats, experts have indicated that island 
MAPs may not be significantly affected by conditions related to 
climate change. Many of the plants used by island communities 
are common species that are widespread and highly adaptable.

Common medicinal plants of the Pacific islands include 
noni (Morinda citrifolia, Rubiaceae), naupaka (Scaevola spp, 
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Goodeniaceae), kukui (Aleurites moluccana, Euphorbiaceae) 
and milo (Thespesia populnea, Malvaceae). These and other 
medicinal plant species of the area grow relatively fast, have 
high reproduction rates and are typically resistant to salt water 
and wind, making them more resilient to some of the predicted 
effects of global climate change.

Similarly medicinal plants of the Mediterranean islands 
do not appear to be under any considerable threat from con-
ditions of climate change. According to de Montmollin, most 
wild collected MAPs, such as thyme (Thymus spp, Lamiaceae) 
and rosemary (Rosmarinus spp, Lamiaceae), are rather wide-
spread and located at lower altitudes, making them less vul-
nerable to climate change than plants with narrower ecological 
requirements.

Rainforest ecosystems are also considered to be particularly 
threatened by climate change. Climate modelling studies have 
indicated that these regions are likely to become warmer and 
drier, with a substantial decrease in precipitation over much of 
the Amazon.

There is not much, if any, published evidence on MAPs 
that could be at risk in the rainforest from climate change, and 
experts are unable to comment on specific MAPs that may 
be vulnerable to climate change in rainforests. However, the 
expected loss of general biodiversity in the Amazon, as noted 
in the IPCC report, indicates the potential to lose both known 
and undiscovered MAP species.

Some effects of climate change appear to be impacting plants 
worldwide. For instance, evidence has shown that climate 
change has been affecting vegetation patterns such as phe-
nology (the timing of life cycle events in plants and animals, 
especially in relation to climate) and distribution. Some wild 
plants, including MAPs, have begun to flower earlier and shift 
their ranges in response to changing temperatures and weather 
patterns. Shifting phenologies and ranges may seem of little 
importance at first glance, but they have the potential to cause 
great challenges to species’ survival. They further serve as 
harbingers of future environmental conditions from climate 
change. Increased weather extremes are also predicted to 
accompany climate change, and plant species’ resilience in the 
face of these weather events may also factor into their abilities 
to adapt and survive.

The life cycles of plants correspond to seasonal cues, so shifts in 
the timing of such cycles provide some of the most compelling 
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evidence that global climate change is affecting species and 
ecosystems. Available evidence indicates that spring emer-
gence has generally been occurring progressively earlier since 
the 1960s. Such accelerated spring onset has generated notice-
able changes in the phenological events of many plant species, 
such as the timing of plants’ bud bursts, first leafings, first flow-
erings, first seed or fruit dispersal and so on. Records indicate 
that many plants—including MAPs—have started blooming 
earlier in response to the earlier occurrences of spring tempera-
tures and weather.

There is a lot of variability between species, and it can be 
difficult to predict how climate change will affect the phenolo-
gies of different plants. In one finding it is reported that pheno-
logical shifts of medicinal plants are not significantly affecting 
wild harvesting practices. It was noted that there was always 
variations in the timing of the seasons, and collectors of wild 
medicinals are accustomed to adjusting their harvesting sched-
ules accordingly.

It was noted that early blooming can become detrimental if 
an area is prone to cold spells late in the spring season. If a cold 
spell occurs a few days or weeks after early blooming has com-
menced, then those early buds or fruits could freeze, potentially 
killing or affecting the production of some economically use-
ful plants. Apple orchards of North Carolina suffered severely 
from this type of scenario, and the medicinal plant bloodroot 
(Sanguinaria canadensis, Papaveraceae) has also been suscep-
tible to frost following early blooming.

Mounting evidence indicates that extreme weather events such 
as storms, droughts and floods have become more prevalent 
and intense across the globe in recent years. The frequency and 
severity of these events are expected to increase in the future 
as a result of continued warming, having negative effects on 
human health, infrastructure and ecosystems. Extreme weather 
events have been known to affect harvesters’ and cultivators’ 
abilities to grow and/or collect medicinal plant species, and 
such difficulties have certainly been reported in recent years.

Extreme weather conditions throughout Europe are impacting 
medicinal plant production from seeding to harvesting, such 
as chamomile in Germany and Poland. In the first year fen-
nel (Foeniculum vulgare, Apiaceae) was recorded as having 
no yield at all in Bulgaria, due to drought conditions during 
the spring in that country. Due to long and dry summers in 
Serbia, accompanied by other extreme weather conditions such 
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as strong rains and winds, have sometimes made it impossible 
for harvesters to perform second cuttings of the aerial parts of 
cultivated herbs such as peppermint.

Medicinal plants on other continents have also been impacted 
by severe weather conditions. Africa’s Sahel region experi-
enced one of the most severe droughts of the twentieth cen-
tury. In Africa, medicinal plants of the Sahel include hibiscus 
(Hibiscus sabdariffa, Malvaceae), myrrh (Commiphora afri-
cana, Burseraceae), frankincense (Boswellia spp, Burseraceae), 
baobab (Adansonia digitata, Malvaceae), moringa (Moringa 
oleifera, Moringaceae) and various aloes (Aloe spp, Liliaceae) 
and were affected. Future drought from climate change could 
have devastating effects on the region’s already suffering eco-
systems and harvesting capabilities.

India, whose climate is largely controlled by an annual monsoon, 
appears to be experiencing increasingly severe and erratic pre-
cipitation. A recent study found that the overall amount of mon-
soon rainfall across Central India has remained relatively stable 
over the past century; however, moderate rainfall events during 
monsoon seasons have significantly decreased while extreme 
rainfall events have greatly increased since the early 1980s. This 
increase in extreme rainfall events could indicate greater poten-
tial for future natural disasters. Experts have claimed that the 
frequency and intensity of flooding has likewise been increasing 
in India in recent years as well as hailstorms that have caused 
huge agricultural losses across areas of India.

States like Gujarat and Rajasthan experienced hailstorms 
and rains in 2006, 2007 and 2008, at times when such events 
traditionally have not occurred within the past 50 years. Hail 
and rainstorms have also damaged psyllium (Plantago ovata, 
Plantaginaceae), wheat (Triticum aestivum, Poaceae) and cumin 
(Cuminum cyminum, Apiaceae) crops in the area. The destruc-
tion of Indian psyllium crops from hail and rainstorms resulted 
in a smaller than usual annual yield for 2008. Similarly, it was 
noted that the availability of menthol crystals was affected by 
heavy monsoon rainfall, which occurred earlier than usual in 
Northern India and reportedly damaged wild mint (Mentha 
arvensis, Lamiaceae) crops in 2008.

Hurricane seasons could also be affected by climate change, 
although experts do not agree on the possible effects. Some 
experts believe that hurricanes will increase in frequency, dura-
tion and intensity; others predict that hurricanes will either not 
be significantly affected or might even be inhibited by factors 
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related to warming. Regardless, shifts (whether increasing or 
decreasing) in hurricane activity have the potential to affect the 
availability of medicinal plants.

Increasing evidence and studies have thus shown that at 
least some types of extreme weather events have been striking 
more frequently and with greater force throughout the world. 
Although particular weather events cannot be definitively 
blamed on climate change, the negative effects of some recent 
droughts, storms and floods on herbal crops demonstrate the 
threat that increased extreme weather could pose to the avail-
ability and supply of MAPs.

9.7 Conclusion

The effects of climate change are apparent within ecosystems 
around the world, including medicinal and aromatic plant 
populations. Medicinal and aromatic plants (MAPs) in Arctic 
and alpine areas face challenges associated with their rapidly 
changing environments, and some researchers have raised con-
cerns regarding the possible losses of local plant populations 
and genetic diversity in those areas. Shifting phenologies and 
distributions of plants have been recorded worldwide, and these 
factors could ultimately endanger wild MAP species by disrupt-
ing synchronised phenologies of interdependent species, expos-
ing some early blooming MAP species to the dangers of late 
cold spells, allowing invasives to enter MAP species’ habitats 
and compete for resources and initiating migratory challenges, 
among other threats. Extreme weather events already impact 
the availability and supply of MAPs on the global market, and 
projected future increases in extreme weather are likely to neg-
atively affect MAP yields even further.

Climate change may not currently represent the biggest 
threat to MAPs, but it has the potential to become a much 
greater threat in future decades. Many of the world’s poor-
est people rely on medicinal plants not only as their primary 
healthcare option, but also as a significant source of income. 
The potential loss of MAP species from effects of climate 
change is likely to have major ramifications on the livelihoods 
of large numbers of vulnerable populations across the world. 
Further, the problems associated with climate change are 
likely to be much more difficult to combat than other threats 
to MAPs. The problems posed by warming temperatures, dis-
rupted seasonal events, extreme weather and other effects of 
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climate change, on the other hand, cannot be so quickly and 
easily resolved.

Climate change and its effects will certainly increase in 
the near future, although the extent to which they do so can-
not presently be determined. The effects of climate change on 
medicinal plants, in particular, has not been well-studied and is 
not fully understood. As the situation unfolds, climate change 
may become a more pressing issue for the herbal community, 
potentially affecting users, harvesters and manufacturers of 
MAP species.
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Abstract

Agriculture is an economic activity that is highly depen-
dent upon weather and climate in order to produce the food 
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and fibre necessary to sustain human life. Not surprisingly, 
agriculture is deemed to be an economic activity that is 
expected to be vulnerable to climate variability and change. 
The vulnerability of agriculture to climate variability and 
change is an issue of major importance to the international 
scientific community … stabilisation of greenhouse gas 
concentrations in the atmosphere at a level that would pre-
vent serious anthropogenic interference with the climate 
system. Agriculture in developed countries may actually 
benefit where technology is readily available, along with 
the employment of appropriate adaptive adjustments.

10.1 Introduction

The atmosphere surrounding the Earth is made up of nitrogen 
(78%), oxygen (21%) and the remaining 1% is made up of trace 
gases (called so because they are present in very small quantities) 
that include carbon dioxide, methane and nitrous oxide. These 
gases, also called greenhouse gases, act as a blanket and trap the 
heat radiating from the Earth, thus making the atmosphere warm. 
Beginning with the industrial revolution, global atmospheric con-
centrations of these greenhouse gases have increased markedly as 
a result of human activities. The global increase in carbon diox-
ide concentration is primarily due to fossil fuel use and land use 
change, while those of methane and nitrous oxide are primarily 
due to agriculture. As a result, we are witnessing global warming. 
The increasing greenhouse gases (GHG) resulted in global warm-
ing by 0.74°C over the past 100 years and 11 of the 12 warmest 
years were recorded during 1995–2006. The Intergovernmental 
Panel for Climate Change (IPCC) projections on temperature pre-
dicts an increase of 1.8–4.0°C by the end of this century. Some 
changes will affect agriculture through their direct and indirect 
effect on crops, soils, livestock, fisheries and pests. Tropical coun-
tries are likely to be affected more compared to the countries situ-
ated in temperate regions. The brunt of environmental changes 
is expected to be very high in India due to a greater dependence 
on agriculture, limited natural resources, an alarming increase in 
human and livestock population, a changing pattern in land use 
and socio-economic factors that pose a great threat in meeting the 
food, fibre, fuel and fodder requirement. There is a likelihood of 
a considerable impact on agricultural land use due to snow melt, 
availability of irrigation, frequency and intensity of inter- and 
intra-seasonal droughts and floods, soil organic transformation 
matters, soil erosion and availability of energy as a consequence 
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of global warming, impacting agricultural production and hence 
the nations’ food security. Global warming due to the greenhouse 
effect is expected to impact the hydrological cycle, namely, pre-
cipitation, evapotranspiration, soil moisture and so forth, which 
would pose new challenges for agriculture.

10.2  Climate change impacting agriculture in India: 
As per Dr. Swaminathan

The impact of climate change on the farm sector would be pro-
found and 1°C rise in temperature could lead to wheat yield 
losses of around 6 million tonnes per year in India. ‘Climate 
change is impacting agriculture in countries like India. For one 
degree rise in temperature in areas like Uttar Pradesh, Punjab 
and Haryana could amount to a loss of about 6 million tonnes 
of wheat annually’, said Swaminathan, while delivering a lec-
ture on sustainable development. Climate change has a different 
meaning for different parts of the globe. Canada may benefit as 
the rise in temperature will allow them to grow more crops, but it 
would have an opposite effect in India. In India, climate change 
impact could be in terms of high temperature and rise in sea 
levels. Temperature not only affects the grain output but is also 
critical in terms of grain filling and pest attack. Suggesting steps 
to counter climate change, India should utilise its panchayati raj 
system effectively. ‘One woman and one male member of every 
panchayat should be trained to become Climate Risk Managers 
who would be taught about various aspects related to the phe-
nomenon’, he said, adding that every farm should have a biogas 
plant and pond to check emission and ensure energy and water 
security. Crops to be classified into those that are climate resil-
ient and those that are climate sensitive, for instance, wheat is a 
climate-sensitive crop, while rice shows a wide range of adapta-
tion in terms of growing conditions. Sharing similar concerns, 
the Centre for Media Studies (CMS) chairman Bhaskar Rao said 
that agriculture is as important as corruption and no nation can 
be at peace if the disparities between the haves and the have-
nots are huge. Swaminathan’s lecture was part of the CMS–
Nehru Memorial Museum and Library national lecture series 
on challenging issues in contemporary India. The vulnerability 
of Indian agriculture to climate change is well acknowledged. 
But what is not fully appreciated is the impact this will have on 
rain-fed (non-irrigated) agriculture, practiced mostly by small 
and marginal farmers who will suffer the most. The crops that 
may be hit include pulses and oilseeds, among others. These 
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are already in  short supply and are consequently high-priced. 
Nearly 80 million hectares, out of the country’s net sown area 
of around 143 million hectares, lack irrigation facilities and, 
hence, rely wholly on rain water for crop growth. Over 85% of 
the pulses and coarse cereals, more than 75% of the oilseeds and 
nearly 65% of cotton are produced from such lands. The crop 
yields are quite low. The available records indicated that the 
predominantly rain-fed tracts experience three to four droughts 
every 10 years. Of these, two to three droughts are generally of 
moderate intensity and one is severe. Most of the rain-fed lands, 
moreover, are in arid and semi-arid zones where annual rainfall 
is meagre and prolonged dry spells are quite usual even during 
the monsoon season. This makes crop cultivation highly risk-
prone. If the quantum of rainfall in these areas drops further or 
its pattern undergoes any distinct, albeit unforeseeable, change 
in the coming years, which seems quite likely in view of climate 
change, crop productivity may dwindle further, adding to the 
woes of rain-fed farmers.

According to the Indian Council of Agricultural Research 
(ICAR), medium-term climate change predictions have pro-
jected the likely reduction in crop yields due to a climate 
change between 4.5% and 9% by 2039. The long-run predic-
tions paint a scarier picture with the crop yields anticipated 
to fall by 25% or more by 2099. This will have a detrimental 
effect on farmers’ income and purchasing power, with obvious 
down-the-line repercussions. Though the rainfall records avail-
able with the India Meteorological Department do not indicate 
any perceptible trend of change in overall annual monsoon 
rainfall in the country, noticeable changes have been observed 
within certain distinct regions. At least three meteorological 
sub-divisions—Jharkhand, Chhattisgarh and Kerala—have 
shown significant decreases in seasonal rainfall though some 
others have recorded an uptrend in precipitation as well. Since 
rain-fed crops, such as coarse grains, pulses and oilseeds, are 
grown mostly during the kharif season, these are impacted by 
both low as well as excess rainfall. The groundnut crop in the 
Rayalaseema area of Andhra Pradesh in 2008 can be a case in 
point. It suffered substantial damage because of high as well 
as low rainfall at different stages of crop growth. While heavy 
rainfall early in the season adversely affected the development 
of pegs (which bear groundnut pods below the soil), the rela-
tively drier spell at the later stage hit the development of pods. 
This aside, climate change is also reflected in the increasingly 
fluctuating weather cycle with unpredictable cold waves, heat 
waves, floods and exceptionally heavy single-day downpours. 
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The most noticeable of such events in recent years included 
the country-wide drought in 2002, the heat wave in Andhra 
Pradesh in May 2003, extremely cold winters in 2002 and 2003, 
and prolonged dry spell in July 2004 and January 2005 in the 
North, unusual floods in the Rajasthan desert in 2005, drought 
in the North-East in 2006, abnormal temperature in January 
and February in 2007, and 23% rainfall deficiency in the 2009 
monsoon. All these events took a heavy toll on crop output. 
Indeed, the silver lining in this dismal scenario is the National 
Action Plan on Climate Change, launched in 2008, which aims 
at developing technologies to help rain-fed agriculture adapt to 
the changing climate patterns. At least four of the eight ‘national 
missions’ started under this programme will have direct or indi-
rect bearing on rain-fed farming. These are the missions on sus-
tainable agriculture, water, green India and strategic knowledge. 
The ICAR-led national agricultural research system is also con-
ducting research on specific projects under the umbrella pro-
gramme on climate change. ‘Apart from the use of technological 
advances to combat climate change, there has to be sound policy 
framework and strong political will to achieve this objective’, 
maintains ICAR scientists. State agricultural universities and 
regional farm research centres, too, will have to play a role in 
developing local situation- specific strategies for adapting the 
rain-fed farming to emerging climate patterns.

10.3 Global scenario of climate change

The global atmospheric concentration of carbon dioxide, a GHG 
largely responsible for global warming, has increased from a 
pre-industrial value of about 280–379 ppm in 2005. Similarly, 
the global atmospheric concentration of methane and nitrous 
oxides, other important GHGs, has also increased consider-
ably. The increase in GHGs was 70% between 1970 and 2004. 
Eleven of the last 12 years rank among the 12 warmest years 
in the instrumental record of global surface temperature since 
1850. The mean earth temperature has changed by 0.74°C dur-
ing 1906–2005. Most of the observed increase in global aver-
age temperatures since the mid-twentieth century is very likely 
due to the observed increase in anthropogenic greenhouse gas 
concentrations. During the last 50 years, cold days, cold nights 
and frost have become less frequent, while hot days, hot nights 
and heat waves have become more frequent. The frequency of 
heavy precipitation events has increased over most land areas. 
Global average sea level rose at an average rate of 1.8 mm per 
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year over 1961–2003. This rate was faster over 1993–2003, 
about 3.1 mm per year.

The projected temperature increase by the end of this century is 
likely to be in the range 2–4.5°C with a best estimate of about 
3°C, and is very unlikely to be less than 1.5°C. Values sub-
stantially higher than 4.5°C cannot be excluded. It is likely that 
future tropical cyclones will become more intense, with larger 
peak wind speeds and heavier precipitation. For the next two 
decades, a warming of about 0.2°C per decade is projected. 
Even if all future emissions were stopped now, a further warm-
ing of about 0.1°C per decade would be expected. Himalayan 
glaciers and snow cover are projected to contract. It is very 
likely that hot extremes, heat waves and heavy precipitation 
events will continue to become more frequent. Increases in the 
amount of precipitation are very likely in high latitudes, while 
decreases are likely in most subtropical land regions, continuing 
observed patterns in recent trends. The projected sea level rise 
by the end of this century is likely to be 0.18–0.59 m. Average 
global surface ocean pH is projected to reduce between 0.14 
and 0.35 units over the twenty-first century.

10.4 Indian scenario of climate change

Analyses done by the Indian Meteorology Department and the 
Indian Institute of Tropical Meteorology, Pune (MS), gener-
ally show the same trends for temperature, heat waves, glaciers, 
droughts and floods, and sea level rise as by the Intergovernmental 
Panel on Climate Change of United Nations. The magnitude of 
the change varies in some cases. At the national level, there is no 
trend in monsoon rainfall during the last 100 years, but there are 
some regional patterns. Areas of an increasing trend in monsoon 
rainfall are found along the west coast, North Andhra Pradesh 
and North-West India, and those of a decreasing trend over East 
Madhya Pradesh and adjoining areas, North-East India and parts 
of Gujarat and Kerala (−6% to −8% of normal over 100 years). 
Surface air temperature for the period 1901–2000 indicates a sig-
nificant warming of 0.4°C for 100 years. The spatial distribution 
of temperature changes indicated that a significant warming trend 
has been observed along the west coast, Central India and the 
interior peninsula and over North-East India. However, a cool-
ing trend has been observed in the North-West and some parts 
in southern India. Instrumental records over the past 130 years 
do not show any significant long-term trend in the frequencies of 
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large-scale droughts or floods in the summer monsoon season. 
The total frequency of cyclonic storms that form over the Bay of 
Bengal has remained almost constant over the period 1887–1997. 
There is evidence that glaciers in the Himalayas are receding at 
a rapid pace.

It is projected that by the end of the twenty-first century, rain-
fall will increase by 15–31%, and the mean annual temperature 
will increase by 3–6°C. The warming is more pronounced over 
land areas, with the maximum increase over northern India. 
The warming is also projected to be relatively greater in winter 
and post-monsoon seasons.

• Although an increase in carbon dioxide is likely to be 
beneficial to several crops, the associated increase in 
temperatures and increased variability of rainfall would 
considerably impact food production.

• There are a few Indian studies on this theme and they 
generally confirm a similar trend of agricultural decline 
with climate change. Recent studies done at the Indian 
Agricultural Research Institute indicate the possibility 
of a loss of 4–5 million tonnes in wheat production in 
the future with every 1°C rise in temperature throughout 
the growing period (but no adaptation benefits). It also 
assumes that irrigation would remain available in the 
future at today’s levels. Losses for other crops are still 
uncertain, but they are expected to be relatively smaller, 
especially for kharif crops.

• It is, however, possible for farmers and other stakeholders 
to adapt to a limited extent and reduce the losses (possible 
adaptation options are described later in this document). 
Simple adaptations such as a change in planting dates 
and crop varieties could help in reducing the impacts of 
climate change to some extent. For example, the Indian 
Agricultural Research Institute study, as quoted above, 
indicates that losses in wheat production in future can be 
reduced from 4–5 million tonnes to 1–2 million tonnes 
if a large percentage of farmers could change to timely 
planting and to better-adapted varieties. This change of 
planting would, however, need to be examined from a 
cropping systems perspective.

• Increasing climatic variability associated with global 
warming will, nevertheless, result in considerable sea-
sonal/annual fluctuations in food production. Even 
today, all agricultural commodities are sensitive to such 
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variability. Droughts, floods, tropical cyclones, heavy 
precipitation events, hot extremes and heat waves are 
known to negatively impact agricultural production and 
farmers’ livelihood. The projected increase in these 
events will result in greater instability in food production 
and threaten the security of farmers’ livelihoods.

• Increasing glacier melt in the Himalayas will affect the 
availability of irrigation, especially in the Indo-Gangetic 
plains, which, in turn, could create negative consequences 
for our food production.

• Global warming in the short term is likely to favour agri-
cultural production in temperate regions (largely northern 
Europe, North America) and negatively impact tropical 
crop production (South Asia, Africa). This is likely to 
have consequences on international food prices and trade 
and, hence, our food security.

• Small changes in temperature and rainfall could have a 
significant effect on the quality of cereals, fruits, aro-
matic, and medicinal plants with resultant implications 
on their prices and trade.

• Pathogens and insect populations are strongly dependent 
upon temperature and humidity. An increase in these 
parameters will change their population dynamics result-
ing in a loss of yield.

• Global warming could increase water, shelter and energy 
requirement of livestock for meeting the projected milk 
demands. Climate change is likely to aggravate the heat 
stress in dairy animals, adversely affecting their produc-
tive and reproductive performance. A preliminary estimate 
indicates that global warming is likely to lead to a loss of 
1.6 million tonnes of milk production in India by 2020.

• Increasing sea and river water temperature is likely to 
affect fish breeding, migration and harvests. A rise in 
temperature as small as 1°C could have important and 
rapid effects on the mortality of fish and their geographi-
cal distributions. Oil sardine fishery did not exist before 
1976 in the northern latitudes and along the east coast as 
the resource was not available and sea surface tempera-
ture were not congenial. With the warming of sea surface, 
the oil sardine is able to find temperature to its prefer-
ence, especially in the northern latitudes and eastern lon-
gitudes, thereby extending the distributional boundaries 
and establishing fisheries in larger coastal areas.
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• Corals in the Indian Ocean will be soon exposed to sum-
mer temperatures that will exceed the thermal thresholds 
observed over the last 20 years. Annual bleaching of cor-
als will almost become a certainty from 2050.

Organic agriculture, synonymous for biological agricul-
ture, seems to be the feasible solution to the most debated 
topic ‘climate change’. The climate of our world is under-
going a dramatic change. Global warming is rapidly 
increasing and there is a widespread consensus that the 
current trend is caused by increased emissions of various 
greenhouse gases such as carbon dioxide, hydrofluorocar-
bons, perfluorocarbons, sulphur hexafluoride, methane 
and nitrous oxide. Greenhouse gases allow short-wave 
solar radiation to pass into the Earth’s atmosphere. They 
absorb some of the long-wave thermal radiation that is 
otherwise emitted back out to space, which results in 
the warming effect on our atmosphere. The emission 
of greenhouse gases into the atmosphere comes with 
industrialisation, through deforestation, shifting cultiva-
tion and the expansion of intensive agriculture. Present-
day agriculture is no longer sustainable in most parts of 
the country, we can no longer deny chemical fertilisers 
and pesticides for the sake of susceptibility as defined 
by the west. The powerful message that distills from all 
thoughts and dialogues is the move toward Fukuoka’s 
natural farming and Vinoba Bhave’s Sarvodaya method 
of ‘Rishi Kheti’. The logic to these naturalists is aimed at 
a reduced dependency on non-renewable resources, pur-
chased inputs and population control to achieve a higher 
efficiency of inputs and economic maximisation of yield 
along with environmental safety. Biological agriculture 
can be defined as a system that attempts to provide a bal-
anced environment, in which the maintenance of soil fer-
tility and the control of pests and diseases are achieved 
by the enhancement of natural processes and cycles, with 
moderate inputs of energy resources, while maintain-
ing an optimum productivity. The chemical agricultural 
(conventional agriculture) techniques have resulted in a 
great increase of productivity; however, they have greater 
negative impacts that include soil erosion or degradation, 
effects of pesticides, detention of soil health and environ-
ment, environmental pollution and so on.
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The concentration of CO2 and other greenhouse gases 
(GHGs) in the atmosphere is increasing as a result of land 
use change, besides fossil fuel combustion and cement 
production. The increase in GHGs in the atmosphere is 
leading to climate change and global warming. There is 
a need to reduce GHGs emissions and to increase car-
bon sinks. Currently, the biosphere is considered to be a 
carbon sink absorbing about 2.8 gigatonnes of C a year, 
which represents 30% of fossil fuel emissions.

Increase in water-holding capacity due to organic 
agriculture

Ecozones

% Increase over chemical 
farming

Range Mean

Arid 2–9 5.3

Semi-arid 3–16 7.2
Sub-humid 4–15 6.9
Humid 3–17 6.8

Increase in C buildup due to organic agriculture

Ecozones

Additional increase (μg g−1)

Range Mean

Arid 49–83 62.5
Semi-arid 57–98 71.9
Sub-humid 61–101 75.5
Humid 68–102 83.0

Changes in microbial biomass due to organic 
agriculture

Agro 
ecosystems

% Increase in microbial 
biomass due to organic 
agriculture

Range Mean

Arid 2–33 15.8
Semi-arid 5–25 17.5
Sub-humid 7–28 16.9
Humid 8–30 17.6
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10.5 Climate variability and food production

Climatic variability and occurrence of extreme events are major 
concerns for the Indian subcontinent. There is a need to quantify 
the growth and yield responses of important crops and also iden-
tify suitable land use options to sustain agricultural productivity 
under this large range of climatic variations. In India, the analy-
sis of seasonal and annual surface air temperatures (Pant and 
Kumar, 1997) has shown a significant warming trend of 0.57°C 
per hundred years. The warming is found to be mainly contrib-
uted by the post-monsoon and winter seasons. The monsoon 
temperatures do not show a significant trend in any major part 
of the country. Similar warming trends have also been noticed 
in Pakistan, Nepal, Sri Lanka and Bangladesh. The rainfall fluc-
tuations in India have been largely random over a century, with 
no systematic change detectable in the summer monsoon sea-
son. However, during recent years areas of increasing trend in 
the seasonal rainfall have been found along the west coast, north 
Andhra Pradesh and North-West India and areas of decreasing 
trend over East Madhya Pradesh, Orissa and North-East India. 

Carbon sequestration by organic agriculture as 
compared to chemical farming

Agro 
ecosystems

% Increase in C sequestration

Range Mean

Arid 12–25 17.2
Semi-arid 8–19 13.5
Sub-humid 6–15 10.2
Humid 5–14 7.4

Improvement in microbial activity in organic versus 
chemical farming

Agro 
ecosystems

% Increase over chemical 
farming 

Range Mean

Arid 4–59 21.5
Semi-arid 6–61 23.7
Sub-humid 8–62 25.9
Humid 9–63 26.5
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Extreme weather conditions, such as floods, droughts, heat and 
cold waves, flashfloods, cyclones and hailstorms are direct haz-
ards to crops. More subtle fluctuations in weather during critical 
phases of crop development can also have a substantial impact 
on yields. Cultivated areas are subject to a broader range of influ-
ences, including changes in commodity prices, costs of inputs 
and availability of irrigation water. Climate may have indirect 
and possibly lagged influences on harvested areas.

10.6  projected climate change scenarios over the 
Indian subcontinent

Climate change is no longer a distant scientific prognosis but is 
becoming a reality. The anthropogenic increases in emissions 
of greenhouse gases and aerosols in the atmosphere result in a 
change in the radiative forcing and a rise in the Earth’s tempera-
ture. The bottom-line conclusion of the Third Assessment Report 
of the Intergovernmental Panel on Climate Change (IPCC, 2001) 
is that the average global surface temperature will increase 
between 1.4°C and 3°C above 1990 levels by 2100 for low emis-
sion scenarios and between 2.5°C and 5.8°C for higher emission 
scenarios of greenhouse gases and aerosols in the atmosphere.

10.7 Vulnerability of crop production

Estimating the effect of a changing climate on crop produc-
tion in India is difficult due to the variety of cropping systems 
and levels of technology used. However, the use of crop growth 
models is one way in which these effects can be studied, and 
probably represents the best method we have at present for 
doing so. Although a large number of simplifying assumptions 
must necessarily be made, these models allow the complex 
interaction between the main environmental variables influenc-
ing crop yields to be understood.

10.8  Uncertainties due to scenarios and crop models 
on impact assessment

Estimates of the impact of climate change on crop production 
could be biased depending upon the uncertainties in climate 
change scenarios, region of study, crop models used for impact 
assessment and the level of management. So it is very important 
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to give these uncertainties due importance while assessing the 
impacts of possible climate change on crop productivity for for-
mulating response strategies.

10.9 Mitigation and adaptation strategies

Examination of relatively recent weather of the last century at 
many parts of the country indicates warming trends, although 
they may not be statistically significant, but there are enough 
indicators to suggest a modest increase in CO2 and tempera-
ture. In spite of the uncertainties about the precise magnitude 
of climate change on regional scales due to scenarios and crop 
models on impact assessment, an assessment of the possible 
impacts of climate change on India’s agricultural production 
under varying socio-economic conditions is important for for-
mulating response strategies, which should be practical, afford-
able and acceptable to farmers. The identification of suitable 
response strategies is the key to sustainable agriculture. The 
important mitigation and adaptation strategies required to cope 
with anticipated climate change impacts include adjustment in 
sowing dates, breeding of plants that are more resilient to the 
variability of climate and improvement in agronomic practices.

10.10  predicted climate change impacts on 
agriculture

The predicted changes to agriculture vary greatly by region and 
crop. The findings for wheat and rice are reported here.

• The study found that increases in temperature (by about 
2°C) reduced potential grain yields in most places. 
Regions with higher potential productivity (such as 
northern India) were relatively less impacted by climate 
change than areas with lower potential productivity (the 
reduction in yields was much smaller).

• Climate change is also predicted to lead to boundary 
changes in areas suitable for growing certain crops as 
evidence has shown for wheat.

• Reductions in yields as a result of climate change are 
predicted to be more pronounced for rain-fed crops (as 
opposed to irrigated crops) and under limited water sup-
ply situations because there are no coping mechanisms 
for rainfall variability.

Wheat 
production
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• The difference in yield is influenced by baseline climate. 
In sub-tropical environments, the decrease in potential 
wheat yields ranged from 1.5% to 5.8%, while in tropical 
areas, the decrease was relatively higher, suggesting that 
warmer regions can expect greater crop losses.

• Overall, temperature increases are predicted to reduce 
rice yields. An increase of 2–4°C is predicted to result in 
a reduction in yields.

• Eastern regions are predicted to be impacted the most by 
increased temperatures and decreased radiation, resulting 
in relatively fewer grains and shorter grain filling durations.

• By contrast, potential reductions in yield due to increased 
temperatures in northern India are predicted to be offset by 
higher radiation, lessening the impacts of climate change.

• Although additional CO2 can benefit crops, this effect 
was nullified by an increase of temperature.

The policy implications for climate change impacts in agricul-
ture are multi-disciplinary, and include possible adaptations to

• Food security policy: To account for changing crop yields 
(increasing in some areas and decreasing in others) as 
well as shifting boundaries for crops, and the impact that 
this can have on food supply.

• Trade policy: Changes in certain crops can affect imports/
exports depending on the crop (this is particularly rel-
evant for cash crops such as chillies).

• Livelihoods: With agriculture contributing significantly 
to GNP, it is critical that policy addresses issues of loss of 
livelihood with changes in crops, as well as the need to 
shift some regions to new crops, and the associated skills 
training required.

• Water policy: Impacts vary significantly according to 
whether crops are rain-fed or irrigated, so the water 
policy would need to consider the implications for water 
demand of agricultural change due to climate change.

• Adaptive measures: Policy makers will also need to con-
sider adaptive measures to cope with changing agricul-
tural patterns. Measures may include the introduction of 
alternative crops, changes to cropping patterns and pro-
motion of water conservation and irrigation techniques.

Owing to the complex interaction of climate impacts, com-
bined with varying irrigation techniques, regional factors, and 

Rice production

policy 
implications of 
climate change
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research
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differences in crops, the detailed impacts of these factors need 
to be investigated further. Specific recommendations for fur-
ther research include

• Precision in climate change prediction with higher reso-
lution on spatial and temporal scales

• Linking of predictions with agricultural production sys-
tems to suggest suitable options for sustaining agricul-
tural production

• Preparation of a database on climate change impacts on 
agriculture

• Evaluation of the impacts of climate change in selected 
locations

10.11 Conclusion

There was an asymmetry in the temperature trends in terms of 
day and night temperatures over India; the observed warming 
was predominantly due to an increase in maximum tempera-
tures while minimum temperatures remained practically con-
stant during the past century. There is likely to be a substantial 
increase in extreme maximum and minimum temperatures all 
over the country due to an increase in greenhouse gas concen-
trations. This is a very important finding from the agricultural 
point of view, as the mid-day high temperature increases the 
saturation deficit of the plants. It accelerates photosynthesis and 
the ripening of fruits. When high temperature occurs in combi-
nation with high humidity, it favours the development of many 
plant diseases. High temperature also affects plant metabo-
lism. However, high night temperature increases respiration. 
Increases in food grain production during the last three decades 
made India self-sufficient and contributed tremendously to 
their food security. The latter, however, is now at risk due to 
the increased demand of a continuously increasing population. 
Also, the situation is grim due to the decline in soil fertility, the 
decline in groundwater level, rising salinity, resistance to many 
pesticides, degradation of irrigation water quality and a more 
rapid decline in the genetic diversity of the popular varieties 
in the farmers field. It is however of paramount importance to 
sustain the natural resource. Enhancing the organic matter con-
tent of soils will ensure a better soil fertility; irrigation pricing 
in the western Indo-Gangetic plains will ensure the efforts to 
increase the efficiency of water use and improve other asso-
ciated environmental impact. However, since this adversely 
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affects income from the rice–wheat system, there is a consider-
able socio-political resistance to its implementation. In recent 
years, the prospect of climate changes has stimulated consider-
able research interest in attempting to predict how the produc-
tion of crops will be effected. The purpose of this review was 
to provide an overview of the likely effect of climate change on 
food production in India. Several studies projected an increase 
or decrease in yields of cereal crops (rice, wheat, maize and 
sorghum), oilseed and pulses crops (soybean, groundnut, chick-
pea, brassica (mustard) and pigeon pea) depending on interac-
tion of temperature and CO2 changes, production environment, 
season and location in India. Still climate change impact stud-
ies have not been conducted on several important crops in India 
such as sugarcane, cotton, jute, sunflower, potato and onion and 
so on, which may be done in the near future for better assess-
ment of Indian agriculture’s vulnerability to climate change.
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Abstract

Many factors will shape global food security over the 
next few decades, including changes in rates of human 
population growth, income growth and distribution, 
dietary preferences, disease incidence, increased demand 
for land and water resources for other uses (i.e. bioenergy 
production, carbon sequestration and urban development) 
and rates of improvement in agricultural productivity. 
This latter factor, which we define here simply as crop 
yield (i.e. metric tons of grain production per hectare of 
land), is a particular emphasis of the plant science com-
munity, as researchers and farmers seek to sustain the 
impressive historical gains associated with improved 
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genetics and agronomic management of major food crops. 
Much of what is known about the process of technologi-
cal innovation in agriculture has yet to be captured in the 
discussions of climate change adaptation. The develop-
ment of technological solutions to minimise risks of cur-
rent climate can lead to two possible outcomes: increase 
in agricultural productivity and insights about adaptation 
to future climate change. Research efforts about the role 
of technological change, driven by climatic constraints, 
are pivotal in making any assertion about the likely adap-
tation of agriculture to climate change.

11.1 Introduction

Despite the evidence that technological innovation has been 
fundamental to growth and development of agriculture around 
the world, there is a dearth of research on the role of climate as 
a stimulus for innovation of technologies. It has been argued 
that lessons about climate adaptation come from our ability to 
understand the process of the existing technological innova-
tion and its role in enabling farmers to cope with climatic chal-
lenges. Observing India’s district-level time-series data over 
12 years, I study the extent to which technological innovations 
have provided farmers with options to substitute for climate 
deficiencies to stabilise and enhance rice (Oryza sativa L.) pro-
ductivity in regions with a sub-optimal climate. Drawing upon 
the hypothesis of induced innovation, which states that the 
direction of technological innovation in agriculture is induced 
by differences in relative resource endowments, my goal is to 
investigate whether spatial variations in climatic resources 
prompted the development of location-specific technologies 
that substituted for climatic limitations in the rice-based crop-
ping system of India.

The main thrust of this study is to investigate if climatic lim-
itations have been factored into the research and development 
of agricultural technologies, so that rice yields of climatically 
constrained regions could be sustained through innovations, 
thereby ensuring productivity convergence across India. 
Insights from this research will provide informed choices about 
the possible adaptation strategies that could be considered to 
ensure food security in the face of deleterious climate change. 
Easterling (1996) suggests that one way to draw insights about 
the adaptation of the agricultural system to a changing cli-
mate is the use of retrospective analysis to understand how 
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the previous technological innovations have been targeted to 
address climatic constraints in specific locations. Building upon 
this notion of retrospective analysis, I investigate the process by 
which India’s agricultural research and development systems 
have addressed specific climatic challenges and opportuni-
ties in the past. Logically, the core organizing questions then 
become: (a) do local climatic limitations provide incentives for 
farmers and public institutions to invest in research and devel-
opment of technologies to overcome these limitations?; and (b) 
can the efforts of the past few decades to put in place a national 
agricultural research be a reasonable guide for adaptation to 
climate change?

The aim of this review is to offer guidance and priorities to 
federal agencies and private foundations funding research and 
development, policy makers, the scientific community, and eco-
nomic sectors as they determine the avenues to best address the 
pressures facing agriculture today while also developing plans to 
optimize tomorrow’s cropping systems.

11.2 Background

Research and technological innovations in agriculture have 
enabled farmers to cope with various challenges and have been 
fundamental to the growth and development of agriculture 
around the world (Rosenberg, 1992; IFPRI, 2009). They are 
extremely rich and diverse in nature. One of the notable suc-
cesses came from a global effort to fight wheat rust—a plague 
that has been known to humanity for thousands of years, but had 
never been effectively controlled (Dubin and Brennon, 2009). 
The wheat rust success evolved into a much larger, more mul-
tidimensional series of successes and came to be known as 
Green revolution. Likewise, successes in Sub-Saharan Africa 
were not less important in addressing the persistent threat and 
hunger in the region. For example, in East and South Africa, 
technological innovation in maize led to a growth in maize 
yields among the regions, primarily smallholder agricultur-
ists (IFPRI, 2009). The introduction of zero-tillage rice–wheat 
cultivation techniques in Gangetic plains provided benefit to 
some 620,000 farmers. In this practice, the seeds are planted in 
unplowed fields to conserve soil fertility, economise on scarce 
water, reduce land degradation, and lower production costs 
(Erenstein, 2009).

Although a future climate caused by global warming may 
be very different from the one that society has experienced in 
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the past, insights for agricultural adaptation that confront us 
today may well be found in the experience of how climatic 
challenges were handled in the past. Historical analogues 
about climate adaptation includes deliberate translocation of 
crops across different agro-climatic zones, substitutions of new 
crops for old crops and innovation of technology in response 
to scarcity of resources (Easterling, 1996). An example of crop 
translocation includes expansion of hard-red winter wheat 
across climatic gradients of the North American Great Plains. 
From 1920 to 1999, the northern boundary of hard-red win-
ter wheat expanded into a climatic region that was about 4.5°C 
cooler and 20% drier than the climate for the wheat zone in the 
1920s. Interestingly, the southward expansion of hard-red win-
ter wheat has not been as extensive where annual average tem-
peratures at the southern boundary are 2°C greater than those 
of the 1920 southern boundary (Rosenberg, 1992; Easterling 
et al., 2004). Thus, hard-red winter wheat has been adapted to 
cooler and drier climates in the last 80 years. In China, winter 
wheat planting has shifted from 38°54′N to 41°46′N. This shift 
was aided by the introduction of freeze-resistant winter-wheat 
variety from high-latitude countries (Chen and Libi, 1997).

The growth of soybean in Ontario, Canada illustrates 
the examples of the substitutions of new crops for old ones. 
Although soybean was cultivated in Ontario throughout the 
twentieth century, it was not a prominent field crop until the 
1970s. Between 1970 and 1997, the total acreage planted to soy-
bean increased by over 500%, with the expansion being attrib-
uted to a series of technological innovations made in response 
to the climatic condition of Ontario (Smithers and Blay-Palmer, 
2001). A fundamental climatic constraint to soybean cultiva-
tion in Ontario was the prevalence of cold night temperature 
during flowering, confining soybean cultivation to the extreme 
southwestern portion of the province. A key innovation to 
address this constraint was the introduction of cold-tolerant 
genetic material (Fiskeby63) from Sweden that led to the devel-
opment of Maple Arrow cultivar, which played a vital role in 
the eastward spread of soybean crop. According to Smithers 
and Blay-Palmer (2001), technological innovations were not 
only confined to the development of cultivars but also to a range 
of agronomic activities, including modification of planting time 
and crop rotation-interrupted pest cycle, enhancing the cultiva-
tion of soybean.

The development of cowpea cultivars in the African Sahel 
illustrates the examples of technological substitutions in 
response to the existing variability in climatic resources. To 
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escape the effects of drought, scientists in the African Sahel 
have developed early-maturing cowpea cultivars with different 
phenological characteristics. For example, to avoid the effects 
of late-season drought, they have developed cowpea varieties 
(Ein El Gazal and Melakh) that mature between 55 and 64 days 
after planting (Elawad and Hall, 2002). Similarly, to avoid mid-
season drought, scientists have also developed a cowpea variety 
(Mouride) that matures between 70 and 75 days after planting 
(Cisse et  al., 1997). Unlike Ein El Gazal and Melakh, which 
begin flowering between 30 and 35 days from sowing and have 
synchronous flowering characteristics, the Mouride variety 
starts flowering in about 38 days after planting and spreads out 
over an extended period of time, thereby escaping the mid-sea-
son drought. To enhance the chances of significant grain pro-
duction, agriculturists in this region have developed cropping 
techniques where both types of cowpea (short and medium 
maturing) are planted together so that variable climatic input is 
optimised (Hall, 2004). Management of climatic risks is a criti-
cal aspect of economic survival. Farmers are understandably 
risk averse in their adoption of new technology. An interesting 
example is seen in the adoption of canola in southern Australia 
where Sadras et al. (2003) offer an analysis of a dynamic crop-
ping strategy based on a putative association between start-of-
season rain (April and May) and total seasonal rainfall. The 
study shows the advantage of long-term income when switch-
ing from a cereal-only strategy in a year of low rainfall to a 
more risky strategy of canola and cereal-based cropping sys-
tems in a year of high rainfall.

Yet, notwithstanding this recognition, there is a dearth of 
research that unravels the role of climate as a stimulus for 
innovation of appropriate technologies (Ausubel, 1995; Ruttan, 
1996; NRC, 1999; Smithers and Blay-Palmer, 2001). Little is 
known about the manner in which technology has altered the 
relationship between climate and crop production and the roles 
that climate has played in the development of the new innova-
tions. This research is a response to the challenge of developing 
a conceptual model that can be used as a basis for understand-
ing agricultural adaptation to future climate change. More spe-
cifically, by using the hypothesis of induced innovation, this 
research extends the boundaries of climate change research 
to take into consideration the environmental inducements of 
technology in developing countries. It is an important area of 
investigation for at least three reasons. First, a productive and 
sustainable agricultural system is necessary for providing food 
security to an ever-growing population of developing countries. 
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Second, traditionally, agriculture occupies an important role in 
the local and national economies of most developing countries 
and is an important source of rural employment. Finally, the 
relation between climate change and agricultural adaptation 
represents a classic example of the human environment inter-
face, an area of long-standing interest within geography.

11.3 theoretical framework

As stated earlier, this research will utilise the theoretical frame-
work of the induced innovation hypothesis to examine the 
interaction between climate and technology as a foundation for 
understanding the potential future agricultural adaptation to cli-
mate change and variability in India. Induced innovation refers 
to the process by which societies develop technologies that 
facilitate the substitution of relatively abundant (hence, cheap) 
factors of production for relatively scarce (hence, expensive) 
factors in the economy. Although the hypothesis of induced 
innovation was originally based on the experience of agricul-
tural development in the United States and Japan (Hayami and 
Ruttan, 1985), lately, it has been used to explain the complex 
process of technological and institutional change, which rep-
resents a major perspective on international agricultural devel-
opment (Koppel, 1995). The most fundamental insight of this 
hypothesis is that investment in innovation of new technology 
is the function of change (or difference) in resource endowment 
and the price of the resources that enters into the agricultural 
production function. This has spawned a conceptual infrastruc-
ture that addresses the broader issues of how farmers and their 
supporting institutions determine priorities for agricultural 
production.

As shown in Figure 11.1, climate change may alter these 
climatic resources by changing the growing season length and 
soil moisture regimes, and by adding heat stress to the plant. 
Such changes, following the hypothesis of induced innovation, 
will provide appropriate signals to farmers and public institu-
tions to induce technologies suitable for the new environment. 
Translating this argument, as presented in the conceptual 
model, the induced innovation hypothesis suggests an impor-
tant pathway for the interaction of climate and technology and 
for the study of the agricultural adaptation to climate change. 
The strength of this simple framework lies in its ability to high-
light the central role of climate as a motivator of technological 
innovation and ultimately as a source of adaptation. Within this 
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conceptual framework, I will examine the role of spatial vari-
ability in climate as an incentive to the innovation of technolo-
gies in the Indiaese agricultural system.

One of the assumptions made by the induced innovation 
hypothesis is that when agents of production (e.g. farmers, pub-
lic institutions) experience problems with change in resource 
endowments such as that, perhaps, brought about by climate 
change, they are likely to seek new knowledge that will help 
overcome these constraints. The change in resource endowment 
(see Figure 11.1), therefore, may solicit an adaptive response 
whereby farmers and their supportive institutions may adjust 
management techniques and the allocation of resources to off-
set the effect of climate change. More specifically, in a society 
(e.g. India) where land is already a scarce resource due to the 
combined effect of population growth and unfavorable climate 
for crop growth and development, as the pressure to grow food 
on climatically less-favoured areas continues, the marginal cost 
of production increases relative to the marginal cost of produc-
tion via the application of technologies. Eventually, societies 
will reach a stage where land augmentation will become an 
appropriate means of increasing agricultural output. This will 
ultimately lead to the development of technologies based on cli-
matic resources of an area. This may be through the adoption 
of location-specific crop varieties combined with other man-
agement strategies, such as efficient irrigation or application of 
chemical fertilisers.

Climate change

Development of
endogenous technology to

fight climate variability

– Change in resources due
to climate change, e.g.
water, soil condition, light

Region specific technology
innovation and appreciation
to promote adaptability for
climate change

+ = Positive change, – = Negative change

+

–

–

–

– + +

+

FIGURe 11.1 Conceptual framework: climate–technology 
interaction.
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11.4 Climate-induced innovation in agriculture

Climate-induced innovation occurs when location-specific cli-
matic constraints produce new demands on technology. Two 
outcomes are likely in this process. First, climatic constraints 
may induce the development of new knowledge to optimise 
the use of available climatic resources, resulting in increased 
production. Second, such new knowledge has the potential to 
enhance the ability of a region to compensate for the constraints 
imposed by climate and become self-sufficient in agricultural 
production (Evenson and Gollin, 2000; McCunn and Huffman, 
2000). Logically, in the case of India’s rice production, climate-
induced innovation may provide opportunities for farmers to 
substitute for climate allowing for increased productivity in cli-
matically less-favorable regions, leading to a convergence of 
productivity across climatically different regions of the coun-
try. The potential for convergence of productivity across differ-
ent climatic regions can only be realised if and when farmers 
and research establishments devise and adapt technologies 
appropriate to the existing region-specific human environment 
conditions.

Following the thrust of the hypothesis of induced innovation, 
a priori, it can be argued that the innovation of technology in 
response to scarcity of climatic resources provides potential for 
rice productivity to grow faster in districts with marginal cli-
mate relative to the districts with more favorable climate. This 
process is asserted ultimately to lead to a convergence in the 
yield of rice over time. Such processes of targeted technological 
innovation may be reflected through the development of higher-
yielding location-specific rice varieties, the enhancement of 
land development activities (e.g. irrigation), the development of 
climate-specific agronomic practices or a combination of all. 
The adoption of short-season rice varieties, for example, allows 
farmers to escape the late-season drought that occurs in some 
areas of the country. Similarly, the presence of irrigation allevi-
ates the scarcity of water, a major constraint in the adoption of 
improved varieties of rice in India.

The hypothesis of induced innovation has been used to 
explain the relationship between resource endowment and the 
development of new technologies. Over time, it has been sub-
stantiated through many examples involving technical change 
in food production. The premise of the hypothesis of induced 
innovation concerning the role of climate as a stimulant for tech-
nological innovation has gone largely unquestioned because it is 
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a difficult assumption to test. The critical question with regard to 
agricultural adaptation to climate variability and change, there-
fore, is whether substitution of technologies for climate would be 
employed in the future? Advances in knowledge can permit the 
substitution of more abundant resources for increasingly scarce 
resources to reduce the constraints for agricultural production. 
For example, innovation of early-maturing cultivars has the 
greater potential of escaping the effects of drought, which would 
be increasingly important to address the limitation of water scar-
city due to a change in rainfall pattern. In light of this discus-
sion, reorientation of the way society institutes the agricultural 
research will be necessary to adapt and/or realise the opportuni-
ties for technical change provided by new climate. Therefore, a 
research effort along the path induced by climatic stress is an 
essential step if meaningful insights are to be obtained with 
regard to agricultural adaptation to climate change.

11.5 India’s biophysical and climatic characteristics

India is gifted with heterogeneous landforms and variety of cli-
matic conditions such as the lofty mountains, the raverine deltas, 
high altitude forests, peninsular plateaus, variety of geological 
formations endowed with temperature varying from arctic cold 
to equatorial hot, and rainfall from extreme aridity with a few 
cms (<10 cm) to pre humid with world’s maximum rainfall (1120 
cm) of several hundred centimetre. This provides macro relief of 
high plateau, open valleys, rolling upland, plains, swampy low 
lands and barren deserts. These varying environmental situa-
tions in the country have resulted in a greater variety of soils. 
Therefore, the systematic appraisal of agro-ecological regions 
has tremendous scope in grouping relatively homogenous 
regions in terms of soil, climate and physiography and condu-
cive moisture availability periods (length of growing season) 
in planning appropriate land use (see Figure 11.2). The moun-
tain region that lies above the altitudes of 5000 m comprises 
35% of India’s 147,181 square kilometers of land. The Hills lie 
between altitudes of 600 and 5000 m, and accounts for 42% of 
the total land area. The flat Terai region, a northern extension 
of the Gangetic plain, is located below the 600-m elevation and 
comprises 23% of the total land area. Each of these regions rep-
resents a well-defined geographic area with distinct biophysical 
characteristics that are significantly different from each other, 
demanding location-specific technological innovations.
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The most outstanding feature of India’s climate is the 
 monsoon precipitation, which is characterised by two distinct 
phases: the ‘wet’ and the ‘dry’. The wet phase (June–September) 
occurs in the summer season when the country receives over 75% 
of the annual precipitation (Shrestha et al., 2000). The monsoon, 
which is highly variable across space and time, is first experi-
enced in the eastern part of the country. The monsoon gradu-
ally moves westward with diminishing intensity. The amount of 
summer monsoon and the number of days with rainfall decrease 
substantially as it moves to the west and northwestern part of the 
country (Chalise and Khanal, 1996) and the precipitation pat-
tern becomes more varied with the diverse terrain within each 
physiographic belt (Chalise, 1994). While the temporal and spa-
tial variability of monsoon rainfall and its social relation of rice 
production are well recognised, the specific role it plays in the 
innovation of technology remains understudied. The risks and 
impacts arising from monsoon variability are site specific and 
require technological innovations that reflect local conditions.

Although no discernible long-term change in climate has 
been observed, a study by the Department of Hydrology and 
Meteorology (DOHM) reveals that the average temperature 
in India is increasing at a rate of approximately 0.06°C per 
year. The temperature differences are most pronounced during 

FIGURe 11.2 (See colour insert.) Map of India showing three 
ecological zones (Mountains, Hills and Terai) in the region.
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winter season, and least after the summer monsoon begins 
(Shrestha et al., 1999). Consistent with the global trend, temper-
ature is increasing at a faster rate in the higher elevations com-
pared to the lower elevations. Notably, the rate of warming is 
greater in the western half of the country compared to the east-
ern half. The former is also significantly drier than the latter. 
Unlike temperature trends, no evidence of change in aggregate 
precipitation has been noted although studies do point to an 
increased variability and intensity of rainfall in some regions 
of the country.

If the observed trends of temperature change are overlain on 
the prevailing patterns of rainfall of the country, they reveal a 
negative association between the amount of rainfall and gen-
eral trends of warming. For example, the Hills and Mountain 
regions of the western part of the country, which receive lower 
average rainfall, exhibit a higher degree of warming compared 
to the central and eastern Hills and Mountain, which are com-
paratively wetter. Theoretically, if this trend continues in the 
foreseeable future, the drier regions of the country will become 
even more so due to projected increases in temperature. For 
farmers, such a prognosis poses a further challenge in their 
effort to ensure better rice productivity. A recent study using 
general circulation models (GCMs) also projects a consistent 
warming of the Himalaya region (Agrawala et al., 2003). While 
the study also estimates an overall increase in precipitation, 
mostly during the monsoon season, it is not clear how these 
changes will affect the timing and period of monsoon rainfall.

Along with maize, millet, wheat, and barley, rice is an 
important staple crop, accounting for about 50% of both the 
total agricultural area and production in the country (Pokhrel, 
1997). Rice is grown in all agro-ecological zones, from the 
subtropical climatic region of the Terai and the valleys to 
the higher altitudes of 1500 and 3050 m above sea level—the 
highest elevations in the world known to grow rice. Most rice- 
growing areas of the country have relatively optimal tempera-
ture for rice cultivation except the high Hills and the Mountain. 
In India, the total area under rice is estimated to be about 1.55 
million hectares (HMGN/MFSC, 2002). The two major rice 
cultivation practices found in India are irrigated and rain-fed 
wetland (lowland). Both of these practices are common in all 
three ecological regions. Where there are irrigation facilities, 
rice fields may be irrigated during the rice-growing season to 
supplement the rainfall. However, areas under irrigated rice 
are extremely limited; so, rain-fed cultivation is the dominant 
practice for about 66% of the rice area (Pokhrel, 1997). The 
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consequences of an adverse climate change could, therefore, 
have a significant negative effect on rice production.

11.6 Data and methodological approach

The districts for which data on rice productivity and irrigation 
acreage are available are the primary spatial units of analysis in 
this study. Of the total 75 districts of India (39 in the Hills, 20 
in the Terai and 16 in the Mountains), 73 districts are included. 
Two districts in the Mountain (Mustang and Manang) are not 
included since rice is not grown there. The choice of the district 
as the unit of spatial analysis is further justified because it is the 
smallest administrative unit that contains the full complement 
of government services. For example, in the agriculture sector, 
every district has a government-run Agricultural Development 
Office (ADO) that employs agricultural extension workers 
responsible for promoting improved technologies. Each district 
is also supplemented by the office of the Agricultural Input 
Corporation (AIC) and the Agricultural Development Bank 
(ADB); government subsidiaries established to market agro-
technologies to the farmers. In addition, the Department of 
Irrigation (DOI) has its offices at the district level, which are 
responsible for developing irrigation infrastructure. All these 
agencies are pivotal in the development of specific agricultural 
technologies needed in various agro-climatic regions of India.

This study is based on secondary data obtained from the 
various agencies of the government of India. The data concern-
ing rice yield (productivity and yield are used interchangeably 
to indicate mean output per unit of land) and irrigation were 
obtained from the India Agricultural Database (NAD) of the 
Ministry of Agriculture and Co-operatives (MOAC). The aver-
age monthly rainfall data were obtained from the DOHM. The 
DOHM has compiled the average monthly precipitation for the 
period between 1968 through 1997 from the records of various 
meteorological stations throughout the country, and has used 
the data to represent the monsoon rainfall in this analysis.

Methodologically, following Barro and Sala-I-Martin (1992), 
convergence can be understood in two ways: convergence in 
terms of the level of productivity across time, that is, sigma 
(σ) convergence and the rates of productivity growth across 
space and time, that is, beta (β) convergence. Conceptually, the 
two measures used in the literature to test for convergence are 
related and provide alternative ways to examine similar phe-
nomenon. In this chapter, convergence in terms of the level of 
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productivity across time, that is, sigma (σ) has been examined. 
An approach to observe the occurrence of sigma (σ) conver-
gence is to plot the evolution of standard deviations over time. 
For example, McErlean and Wu (2003) show the evolution of 
σ-convergence by plotting the standard deviations of productiv-
ity across the three geographic regions of China from 1985 to 
2000. It occurs when the dispersion of rice productivity across 
73 districts of India tends to decrease over time.

That is, if

 σit + T < σit (11.1)

where σit is the dispersion of rice yield (yit) across districts i 
at the initial period and σit + T is the dispersion of rice yield 
across districts at subsequent periods.

11.7 Results and discussions

I analyse the σ-convergence by examining changes in the evo-
lution of the coefficient of variation (CV) over time at aggre-
gate (national) and disaggregate scales (ecological regions). 
Analysis of the evolution of σ-convergence across the different 
scales is especially informative to see whether the pattern of 
σ-convergence observed at the aggregate scale is also found 
within the disaggregate scale (e.g. ecological regions). The 
analysis of σ-convergence provides a measure of variability of 
rice productivity. It occurs when the variability of rice produc-
tivity across the districts decreases over time. Conversely, the 
increase of variability implies in σ-divergence.

In general, there have been no distinct patterns to suggest 
the occurrence of σ-convergence in rice productivity because 
the CVs have not reduced substantially across the districts of 
India during the 12 years. The CV in 1991/1992 was about 32% 
and continued to decline until 1996/1997, with a record low in 
1995/1996 (23%). The trend reversed thereafter, reaching an all-
time high of 40% in 2002/2003. The finding at the aggregate 
level does not preclude the fact that σ-convergence may not have 
occurred within a specific ecological region. In the next section, 
I analyse the evolution of CVs at the scale of ecological regions 
to see if the pattern observed at the national (coarse-scale) level 
is also found within the ecological (finer-scale) regions.

Figure 11.2 presents the general trends of the evolution of 
CVs over time in the three ecological regions. Although exhib-
iting fluctuations, the CVs have declined in 20 districts of the 
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Terai region. From a high of 26.30% in 1991/1992, they have 
declined to a low of 7.60% in 1996/1997. With the exception of 
2002/2003, all other years show relatively lower CVs, hover-
ing around 10%. At the same time, CVs in 36 districts of the 
Hills have remained constant (at around 30%), and present 
no evidence of either σ-convergence or σ-divergence. In the 
Mountains, however, the evolution of the CVs, from a low of 
5.30% in 1996/1997 to a high of 29.80% in 2001/2002, shows 
no apparent sign of σ-convergence.

There are several factors that farmers have to consider to 
make a crop production decision, and their ability to interact 
with factors such as market risk, varying costs and availabil-
ity of critical inputs and other environmental risks, makes 
some farmers (as well as regions) more productive than oth-
ers. There may be several factors at play in the apparent lack 
of σ-convergence. The push toward implementing the goals of 
adoption of climate-appropriate management practices (APP) 
may have been constrained by widespread inaccessibility due 
to the difficult geographic terrain, especially in the Hills and 
the Mountains. At this level of abstraction, however, the trend 
does provide insights about the unfolding of climate–technol-
ogy interaction, hence the need for further analysis.

Rice has always been the focus of technological innova-
tion in India. Over time, researchers have developed location-
specific technologies (agronomic and cultivars) that reflect 
local conditions (NRC, 1999). The Coordinated Rice Research 
Program (CRRP), which functions under NARC, coordinates 
with the International Rice Research Institute (IRRI) for new 
genetic materials. In the last 30 years, CRRP has released 
and recommended more than 40 improved varieties of rice 
to a wide range of climatic conditions of the country (HMG/
MOAC, 2001). Although farmers are selective in accepting 
them, owing to risks associated with rainfall variability and 
grain quality, the area covered by these improved varieties has 
increased steadily over time. The new cultivars recommended 
for different climatic conditions have extended the technologi-
cal choices for farmers even in areas with marginal climate. 
In the early 1990s, the area covered by improved varieties of 
rice was estimated to be about 46%, but had increased to 71% 
by the end of the decade (Goletti et  al., 2001). It is believed 
that greater rice productivity in climatically marginal areas can 
be linked to three overlapping interventions of (a) introduction 
and adoption of location-specific rice varieties, (b) adoption of 
climate-appropriate management practices and (c) institutional 
changes that led to technological innovation in marginal areas.
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a. Introduction and adoption of location-specific rice vari-
eties: Agricultural research institutions in India have released 
over 40 new varieties of rice since it started its formal research 
and development programme in the country. While most of 
these varieties were developed for high-potential irrigated land 
(e.g. 13 for the Terai and the fertile valleys and 11 for the Hills), 
a number of them were also developed for climatically mar-
ginal areas. About 25% of these 40 varieties were specifically 
recommended for rain-fed regions having intermittent drought 
periods, of which three were for the rain-fed condition of the 
mid- and far-western Terai region, four were for the drought-
prone regions of the Hills and three were developed as cold-
tolerant varieties for high-altitude regions of the Mountains. In 
the very poor rain-fed rice-growing area of the Mountains and 
the Hills, participatory plant breeding has led to a successful 
intervention and adoption of improved rice varieties.

A good example of this was the release of two high-altitude 
rice varieties, Machhapuchre-3 and Machhapuchre-9, in the 
mid-1990s. Studies show that Machhapuchre-3 was signifi-
cantly superior to local varieties, producing 42% higher yield 
in rice-growing areas situated between 1500 and 2200 m above 
sea level (Sthapit et  al., 1996; Joshi et  al., 2001). Similarly, 
Machhapuchre-9 was found to be doing well in areas located 
at altitudes >2200 m above sea level. Likewise, Rampur Masuli, 
another improved rice variety, has been replacing local low-
yielding varieties due to its ability to mature 10–15 days earlier, 
an important consideration for farmers in regions with intermit-
tent drought. The additional features that have led to a wider 
adoption of this variety include better tilling, high-yielding 
capacity and tolerance against foliar diseases (Joshi et al., 2001).

In India, centralised research and development policies of 
the past may also imply that technological innovation policy 
could be assessed and planned without much consideration of 
the particular climatic or other conditions at the local level. It 
is at the local level that availability of technology and other 
information determines the production choices of farmers. 
Understanding how location-specific needs are addressed 
by farmers and their supporting institutions is the first step 
towards identifying options for potential agricultural adapta-
tion in a changing context.

b. Adoption of climate-appropriate management prac-
tices: Varietal improvement alone will have limited impacts 
on rice productivity, especially in marginal climatic areas. 
Low soil fertility and lack of water are other major constraints 
that are difficult to overcome. Researchers in India have been 
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engaged in devising improved agronomic management prac-
tices that alleviate constraints posed by climatic factors. For 
example, to address the constant dilemma associated with the 
uncertainty of the onset of monsoon, researchers have been 
improvising traditional methods of ‘direct seeding’ often prac-
ticed in risk-prone environments (Pandey and Velasco, 2002). 
According to Pandey and Velasco, the development of suitable 
varieties, availability of modern tools (e.g. power tiller drill) 
and increased access to herbicides have made this traditional 
technology more profitable in risk-prone environments of many 
Asian countries including India. This method has not only 
reduced the demand on labour but has thrived in areas of erratic 
rainfall, especially during the early stages of crop development. 
According to Tripathi et al. (2004), economic analysis of direct 
seeding yielded an additional net return of 33% compared to 
the conventional method of transplanting.

In another example, researchers working with farmers have 
helped them maximise the yield potential of high yield variet-
ies (HYVs). To do so, farmers were required to follow a set of 
recommendations, one of which was adhering to specified tim-
ing of planting because delayed action could result in substan-
tial loss of yield. A study also shows that improved varieties of 
rice must be transplanted from the seed bed to the main field 
between 24 and 28 days to achieve maximum yield potential 
(Sah et  al., 2004). In a country where the timing and inten-
sity of monsoon precipitation is highly variable, such a strin-
gent condition can be problematic. So, it becomes mutually 
beneficial for both researchers and farmers to understand and 
implement agronomic practices that will result in higher pro-
duction. Evidence also suggests that farmers are quite capable 
of adopting complex technological interventions as long as 
there is reciprocal relationship between them and the research-
ers (Witcombe et al., 1996; Joshi et al., 2001).

c. Institutional changes that led to technological innova-
tion in marginal areas: Parallel to the government’s effort in 
developing technologies for improving production in agricul-
ture, there has been a significant policy change that may have 
contributed to the observed growth in rice productivity. One of 
the most important policy changes with regard to rice produc-
tivity has been the decision by the government to deregulate the 
fertiliser policy in 1997. This change in policy (i) allowed the 
private sectors to import and distribute fertilisers, (ii) phased 
out a fertiliser subsidy and (iii) deregulated fertiliser prices. In 
the absence of detailed data, it is difficult to precisely assess the 
impacts of the deregulation policy on the fertiliser use by the 
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farmers. Nonetheless, a study based on the analysis of house-
hold-level data collected from 986 farmers indicated a signifi-
cant growth in the application of fertiliser by the farmers of 
India. According to this study, 81% of the farmers applied both 
inorganic and organic fertilisers during the 2001/2002 crop 
year and reported an increased supply of the fertiliser, some-
thing they had not experienced previously.

In the early 1990s, NARC instituted a significant change in 
agricultural research and development. One of the outcomes 
was the setting up of Participatory Technology Development 
(PTD), a programme that focussed on the development of tech-
nologies that are appropriate to the climatically marginalised 
regions of the country. This was achieved through collabora-
tive efforts among all stakeholders in agricultural development 
including farmers (Witcombe et al., 1996; Sperling and Ashby, 
1999). The PTD approach also incorporates indigenous knowl-
edge so that new technologies are best adapted to local social 
and environmental conditions. The PTD also provided a clearer 
strategy for coordination of new players (e.g. private enterprises 
and non-governmental organisations, [NGOs]) involved in 
the innovation of agricultural technologies in India (Biggs and 
Gauchan, 2001; Gauchan et al., 2003), an unlikely configura-
tion a decade ago.

A new institutional setting for technological innovation is no 
doubt complex involving plural systems and multiple sources 
of innovation. Nevertheless, such environment provides space 
for a wide range of actors in technological innovation includ-
ing farmers, private sectors and NGOs (Sthapit et  al., 1996), 
and allows for better interaction and learning. While the earlier 
work on varietal development lay only within the governmen-
tal research institutions, this new institutional arrangement has 
been able to seek wider partnership among the various stake-
holders who are focussed on agricultural development on mar-
ginal areas. This partnership has encouraged NGOs and other 
organisations to become stronger research institutions signifi-
cantly contributing to innovations of technologies in agricul-
ture. The role of farmers in technological innovation has also 
grown significantly whereby they are now able to set their agen-
das based on their own resource endowments, which are facili-
tated by NARC and NGOs. This new institutional approach has 
not only improved relationship between farmers and research-
ers but has also created an environment of dialogue that has 
benefitted both partners. The impact of PTD is reported to be 
especially positive in rice production in climatically marginal 
regions (Sthapit et al., 1996).
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11.8 Conclusion

It is a challenge to make a compelling case for technological 
innovation as being driven solely by climatic factors because 
India’s rice production is framed within the context of other 
changes that are part of its agricultural development. Yet, this 
study recognises that climate is one of the most important fac-
tors that farmers in the country have to adjust to for their rice 
production system. More importantly, this research uncov-
ers recent changes in rice production technology made at the 
local level that is familiar with climatic constraints and local 
knowledge that signifies the thrust of location-specific innova-
tion. Lack of data has been a major shortcoming in the effort 
to establish an unambiguous empirical relationship between 
climate and technologies—this is an open-research issue that 
can be addressed with time. To partially compensate for this 
shortcoming, a detailed review of case studies was provided as 
a qualitative assessment of the development of climate-induced 
innovations over the period of the study.

The findings from both the empirical and the qualitative 
assessments indicate that India’s research establishment is 
engaged in and committed to the development of location-spe-
cific technologies that address the constraints of climate. Higher 
rice productivity is not only seen in climatically favorable 
regions but is also surprisingly observed in areas that are climat-
ically sub-optimal for rice production. The empirical analysis of 
productivity convergence, even indirectly, implies that techno-
logical changes can be represented by examining the direction 
of productivity over time and is an attempt to approximate the 
ultimate impacts of climate-induced innovation in agriculture. 
The development of technological innovations accompanied 
by changes in agricultural policies may have been responsible 
for higher rice productivity among the districts with marginal 
climate. This assertion is supported by both the results of the 
empirical analysis, showing evidence of productivity conver-
gence, and by the assessment of policies related to research and 
development. The empirical analysis of productivity conver-
gence, even indirectly, implies that technological changes can 
be represented by examining the direction of productivity over 
time and is an attempt to approximate the ultimate impacts of 
climate-induced innovation in agriculture. With respect to pol-
icy assessment, the new institutional framework exhibits change 
in policies that facilitated greater engagement of relevant stake-
holders in the development and application of new technologies 
in rice cultivation (e.g. PTD approach).
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Abstract

According to the World Health Organization (WHO, 
1977), ‘a medicinal plant’ is any plant in which one or 
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more of its organs contain substances that can be used for 
therapeutic purposes or which are precursors for the syn-
thesis of useful drugs. This definition distinguishes those 
plants whose therapeutic properties and constituents have 
been established scientifically and plants that are regarded 
as medicinal but which have not yet been subjected 
to thorough investigation. Furthermore, WHO (2001) 
defines medicinal plant as herbal preparations produced 
by subjecting plant materials to extraction, fractionation, 
purification, concentration or other physical or biologi-
cal processes which may be produced for immediate 
consumption or as a basis for herbal products. Aromatic 
plants have a pleasant, characteristic fragrant smell.

12.1 Introduction

The origin of the medicinal and aromatic plants (MAPs) is as 
old as agriculture, as is its essences and extracts. There utili-
zation begins from wild harvest of plants than selection and 
cultivation of useful plants and finally extending them as crop. 
MAPs are important in economic, social, cultural and ecologi-
cal aspects of local communities around the globe. In one form 
or another, they benefit practically everyone on Earth through 
nutrition, toiletry, body care, incense, and so on. Worldwide, it 
is estimated that up to 70,000 species are used in folk medicine 
(Farnsworth and Soejarto, 1991). The WHO reports over 21,000 
plant taxa used for medicinal purposes (Groombridge, 1992). 
In India, which is said to have probably the oldest, richest and 
most diverse cultural traditions in the use of medicinal plants; 
about 7500 species are used in ethno-medicines (Shankar and 
Majumdar, 1997) which is almost half of the country’s 17,000 
native plant species. In China, the total number of medicinal 
plants used in different parts of the country add up to some 
6000 species according to Xiao (1991) and to over 10,000 
according to He and Sheng (1997). Of these, approximately 
1000 plant species are commonly used in Chinese medicine, 
and about half of these are considered as the main medicinal 
plants (He and Sheng, 1997). In Africa, over 5000 plant spe-
cies are known to be used for medicinal purposes (Iwu, 1993). 
In Europe, with its long tradition in the use of botanicals, 
about 2000 medicinal and aromatic plant species are used on 
a commercial basis (Lange, 1998). In Germany, Lange (1996) 
identified not less than 1500 taxa as sources of medicinal and 
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aromatic plant material. In Spain, it is estimated that about 
800 medicinal and aromatic plant species are used of which 
450 species are associated with commercial use (Blanco and 
Breaux, 1997; Lange, 1998).

The fragrance of these plants is carried in the essential 
oil fraction. Many aromatic plants are spices. Chandarana et 
al. (2005) defined spices as any dried, fragrant, aromatic or 
pungent vegetables or plant substances in whole, broken or 
ground forms that contribute, to the piquancy of foods and 
beverages.

Medicinal and aromatic plants contain biologically active 
chemical substances such as saponins, tannins, essential oils, 
flavonoids, alkaloids and other chemical compounds (Harborne, 
1973; Sofowora, 1993), which have curative properties. These 
phytochemicals are chemical compounds formed during the 
normal metabolic processes of plants. These chemicals are 
often referred to as ‘secondary metabolites’ of which there are 
several classes, including alkaloids, flavonoids, coumarins, gly-
cosides, gums, polysaccharides, phenols, tannins, terpenes and 
terpenoids (Harborne, 1973; Okwu, 2004).

12.2 Selected phytochemical classes

The term ‘alkaloid’ was first proposed by Meissner in 1819 
to characterise these ‘alkali-like’ compounds found in plants 
(Trier, 1931; Pelletier, 1970). Alkaloids rank among the most 
efficient and therapeutically significant plant substances 
(Okwu, 2005). Some 5500 alkaloids are known and they 
comprise the largest single class of secondary plant sub-
stances which contain one or more nitrogen atoms, usually 
in combination as part of a cyclic structure (Harborne, 1973). 
They are usually organic bases and form salts with acids and 
when soluble give alkaline solutions. Examples include nico-
tine (1), cocaine (2), morphine (3) and codeine (4) (Papaver 
sominferum), quinine (5) (Cinchona succirubra), reserpine 
and (6) (Rauwolfia vomitoria), all of which has a large 
demand worldwide. Alkaloid production is a characteristic 
of all plant organs. They exhibit marked physiological activ-
ity when administered to animals (Okwu and Okwu, 2004). 
Furthermore, alkaloids are often toxic to man and many 
have dramatic physiological activities, hence their wide use 
in medicine for the development of drugs (Harborne, 1973; 
Okwu, 2005).

Alkaloids
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Phenolics are compounds possessing one or more aromatic 
rings with one or more hydroxyl groups. They are broadly dis-
tributed in the plant kingdom and are the most abundant sec-
ondary metabolites of plants, with more than 8000 phenolic 
structures currently known, ranging from simple molecules 
such as phenolic acids to highly polymerised substances such 
as tannins. Plant phenolics are generally involved in defence 
against ultraviolet radiation or aggression by pathogens, para-
sites and predators; they also are a contributing factor in plant 
colours. They are ubiquitous in all plant organs and are there-
fore an integral part of the human diet. Phenolics are wide-
spread constituents of plant foods (fruits, vegetables, cereals, 
olive, legumes, chocolate, etc.) and beverages (tea, coffee, beer, 
wine, etc.), and partially responsible for the overall organoleptic 
properties of plant foods (Dai and Mumper, 2010).

Plant phenolics include phenolic acids, flavonoids, tannins 
and the less common stilbenes and lignans. Flavonoids are the 
most abundant polyphenols in our diets. Some of the most com-
mon flavonoids include quercetin (7), a flavonol abundant in 
onion, broccoli, and apple; catechin (8), a flavanol found in tea 

phenolic 
compounds
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and several fruits; naringenin (9), the main flavanone in grape-
fruit; cyanidin-glycoside, an anthocyanin abundant in berry 
fruits (black currant, raspberry, blackberry, etc.); and daid-
zein, genistein and glycitein, the main isoflavones in soybean 
(D’Archivio et al., 2007).
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Saponins are glycosides of both triterpenes and steroids that 
are characterised by their bitter or astringent taste, foaming 
property, haemolytic effect on red blood cells and cholesterol-
binding properties (Okwu, 2005). Saponins have been shown to 
possess both beneficial (lowering cholesterol) and deleterious 
(cytotoxic and permeabilisation of intestinal epithelium) prop-
erties and to exhibit structure-dependent biological activity. In 
medicine, it is used to some extent as an expectorant and an 
emulsifying agent (Harborne, 1973).

Saponins
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Quinones are a large class of compounds endowed with a 
rich and fascinating chemistry (Patai and Rappaport, 1988). 
1,4-Benzoquinone or p-benzoquinone is the basic structure of 
quinonoid compounds. The natural quinone pigments range in 
colour from pale yellow to almost black and there are over 450 
known structures (Harborne, 1973). These compounds are also 
responsible for the browning reaction in cut or damaged fruits 
and vegetables, and are an intermediate in the melanin synthe-
sis pathway in human skin. Hypercin (10), an anthroquinone 
which is an example of quinine obtained from St. John’s wort 
(Hypericum perforatum), has received much attention as an 
antidepressant and an antiviral. It also has several antimicrobial 
properties (Aarts, 1998).
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Essential oils are generally a complex mixture of terpenoids 
(terpenes and their oxygenated derivatives). However, other com-
pounds, namely, phenyl propanoids, fatty acids, and their ester, 
aliphatics, and phenolics also occur in essential oils. Essential 
oils are the main compounds found in the volatile steam distil-
lation fraction responsible for the characteristic scent, odour or 
smell found in many plants. Some essential oils possess medicat-
ing properties and are used in the pharmaceutical industry. They 
are commercially important as the basis of natural perfumes 
and also of spices and are used for flavouring purposes in the 
food industry. Plant families particularly rich in essential oils 
include the Compositae, Lamiaceae, Liliaceae, Myrtaceae and 
others. The terpene essential oils can be divided into two classes: 
the monoterpenes and sesquiterpenes, C10 and C15 isoprenoids, 
which differ in their boiling points (monoterpenes = 140–
180°C, sesquiterpenes > 200°C) (Harborne, 1973). Industrially 

 Quinones

essential oils
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important essential oil constituents are myrcene (11), limonene 
(12), 1,8-cineole (13), linalool (14), camphor (15), menthol (16), 
carvone (17), methyl chavicol (18), thymol (19), carvacrol (20), 
eugenol (21), methyl eugenol (22), geraniol (23), citronellol (24), 
(E)-nerolidol (25), patchouli alcohol (26) and so on.
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12.3 Factors influencing yield and quality of maps

Ecosystems are composed of the nonliving (abiotic) and living 
(biotic) components. Ecosystems provide a platform in which 
plant evolution occurs, presenting stresses, but also opportunities 
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to which plants must acclimatise and adapt in order to thrive. 
Abiotic components of an ecosystem include temperature, soil, 
water, humidity, light and wind, while biotic components of an 
ecosystem include parasitic and herbivorous pests, competition 
from other plants, and favourable (symbiotic) relationships with 
other organisms along with human (agricultural) operations. All 
these factors (abiotic and biotic) influencing the yield and qual-
ity parameters of MAPs are discussed in detail in the following 
sections of this chapter.

12.4 Abiotic factors

Mean surface air temperatures of the Earth have increased 
0.68°C during the last century, and global circulation models 
project a global warming of 1.4–5.88°C by 2100 (Houghton 
et  al., 2001). Numerous studies have examined the effects of 
elevated temperatures on plants (Berry and Bjorkman, 1980; 
Morison and Lawlor, 1999; Rustad et al., 2001). Elevated tem-
peratures reduce stomatal conductance and, subsequently, 
reduce photosynthesis and growth of many plant species (Berry 
and Bjorkman, 1980). The photochemical efficiency of pho-
tosystem II also decreases at elevated temperatures, indicat-
ing increased stress (Gamon and Pearcy, 1989; Maxwell and 
Johnson, 2000). When plants are stressed, secondary metabo-
lite production may increase because growth is often inhibited 
more than photosynthesis, and the carbon fixed not allocated to 
growth is instead allocated to secondary metabolites (Mooney 
et  al., 1991). Several studies have examined the effects of 
increased temperatures on secondary metabolite production 
of plants, but most of these studies have contradictory results. 
Some report that secondary metabolites increase in response to 
elevated temperatures (Litvak et al., 2002), while others report 
that they decrease (Snow et al., 2003).

For the last 5–10 years, climate change in Europe has caused 
an abrupt transition from winter to summer with temperatures in 
April and May that are more typical for summer temperatures. 
This has resulted in severe damages; for example, throughout 
Europe the spring planting of chamomile (Matricaria recutita, 
Asteraceae) has been disastrous with an average yield loss of 
80% (Cavaliere, 2009).

Total alkaloid content of Datura metel L. has been shown 
to peak in the hot dry season and is at its lowest during the 
rainy season in Ibadan (Cavaliere, 2009). To model the effects 
of the environmental factors, especially temperature, on yield 

temperature



259INFLUENCE OF BIOTIC AND ABIOTIC FACTORS ON YIELD

and chemical composition alteration, numerous studies have 
been conducted.. Couceiro et al. (2006) cultivated Hypericum 
perforatum plants in a growth chamber under controlled envi-
ronments to determine the effect of two different temperatures, 
25°C and 30°C on concentrations of the major bioactive com-
pounds, hypericins and hyperforin. According to the results, 
hyperforin concentrations were generally 20% lower at 30°C 
than at 25°C, while pseudohypericin and hypericin concentra-
tions were, respectively, 25% and 30% higher at 30°C than at 
25°C. The authors noted that the increases in secondary metab-
olite levels may be due to the biochemical pathway of a given 
metabolite that could be stimulated by stress factors such as 
high temperatures. Zobayed et al. (2005) subjected 70-day-old 
H. perforatum plants, grown under controlled environment to 
different temperature treatments of 15°C, 20°C, 25°C, 30°C 
and 35°C before harvesting for 15 days. They observed that 
high-temperature (35°C) treatment increased the hypericin, 
pseudohypericin and hyperforin concentrations in the shoot 
tissues. The total hypericin yield per plant (hypericin + pseu-
dohypericin) was the highest in plants grown under 25°C, and 
then followed by plants grown at 30°C. The best treatment for 
hyperforin content per plant was at 30°C. Jensen et al. (1995) 
reported that a gradual increase in temperature (8°C, 18°C and 
28°C) for 2 weeks resulted in a significant increase in hypericin 
biosynthesis in H. perforatum plants cultivated in Canada.

Scutellaria baicalensis Georgi is a traditional Chinese 
medicinal plant, whose active compounds comprise baicalin, 
baicalein, wogonoside, wogonin, neobaicalein, visidulin I and 
oroxylin A. These compounds have anti-burning, anti-tumour 
and anti-HIV activity (Blach-Olszewska et al., 2008). Li (2008) 
reported that temperature is an important environmental fac-
tor that may affect the medicinal quality of S. baicalensis. 
Extending the studies, Yuan et al. (2011) demonstrated that pro-
tracted heat treatment inhibited the accumulation of baicalin 
and baicalein; however, cells continued growing during the 
protracted heat stress.

Different seasons are marked with temperature fluctuations 
showing marked effects on essential oil content and composi-
tion of various aromatic plants. The yield of the essential oil of 
Thymus serpyllum during different seasons varied from 0.07% 
to 0.28% with the highest in summer season (0.28%) and the 
least in winter (0.07%) in the Kumaon region of the western 
Himalayas. The major components of the oils were thymol, 
p-cymene, γ-terpinene, 1-octen-3-ol, thymol methyl ether, 
carvacrol methyl ether, borneol and p-cymen-8-ol. Thymol 
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reached the highest values during the autumn (60.1%) season 
while during the rest of the year, its concentration ranged from 
19.4% to 56.4% with the lowest in winter (Verma et al., 2011). 
In similar studies by the authors in Origanum vulgare, it was 
found that the moderate temperature favoured the conversion 
of p-cymene to carvacrol over extreme temperatures (Verma 
et al., 2010).

Irradiance is known to regulate not only plant growth and 
development but also the biosynthesis of both primary and 
secondary metabolites. Secondary metabolite production 
might increase (Chauser-Volfson and Gutterman, 1998) or 
decrease (Gershenzon, 1994) under low light intensity condi-
tions, depending on the type of plant. Low light intensity, for 
example, increased the methylxanthine content in the leaves 
of Ilex paraguariensis (Coelho et  al., 2007), but decreased 
resin content in the leaves of Grindelia chiloensis (Zavala and 
Ravetta, 2001).

The chemical profile of plants and the accumulation level 
of a special metabolite in plant tissues can be influenced by 
several environmental factors such as light quality (Upadhyaya 
and Furness, 1994) and light intensity (Yamamaura et  al., 
1989). It was reported that simultaneous irradiation with blue 
and UV-B light stimulates and affects the generation of pheno-
lic compounds in basil (Nitz and Schnitzler, 2004).

Research showed that photoperiodic treatment itself is an 
important determinant of monoterpene composition. With 
regard to terpene composition, the shading of peppermint and 
changes in the day length has been found to affect the chemical 
composition of oil (Clark and Menary, 1979, 1980). The highest 
level of essential oil and concentration of thymol and myrcene 
in thyme occurred in full sunlight. Leaf length, width, and 
density of peltate hair decreased with a decrease in light levels 
(Letchamo and Gosselin, 1995).

Hypericum perforatum L., also known as St. John’s wort, 
has been one of the most important medicinal plants. The most 
important compound is hypericin which is affected by environ-
mental factors (Zobayed et al., 1995; Zou et al., 2004). Studies 
showed that hypericin synthesis increased significantly under 
conditions of high light intensity treatment (400 μmol m−2 s−1) 
(Briskin and Gawienowski, 2001).

Plants experience water stress either when the water supply 
to their roots becomes limited or when the transpiration rate 
becomes intense. Water stress is primarily caused by water 

Light

Moisture
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deficit, that is, drought or high soil salinity. In cases of high 
soil salinity and also in other conditions such as flooding and 
low soil temperature, water exists in the soil solution, but plants 
cannot take it up—a situation commonly known as ‘physi-
ological drought’. Drought occurs in many parts of the world 
every year, frequently experienced in the field-grown plants 
under arid and semi-arid climates. Regions with adequate 
but non-uniform precipitation also experience water-limiting 
environments. Since the dawn of agriculture, mild to severe 
drought has been one of the major production-limiting factors. 
Consequently, the ability of plants to withstand such stress is of 
immense economic importance. The general effects of drought 
on plant growth are fairly well known. However, the primary 
effect of water deficit at the biochemical and molecular levels 
are not considerably understood yet and such understanding is 
crucial. All plants have tolerance to water stress, but the extent 
varies from species to species. Knowledge of the biochemical 
and molecular responses to drought is essential for a holistic 
perception of plant resistance mechanisms to water-limited 
conditions in higher plants.

Water stress is one of the most important environmen-
tal stresses that can depress growth and alter the biochemi-
cal properties of plants (Zobayed, 2005). According to Franz 
(1983), Palevitch (1987) and Marchese and Figueira (2005), one 
of the most important factors affecting secondary metabolism 
is soil water capacity. Usually, limited availability of water has 
a negative effect on plant growth and development. However, 
a non-severe water deficit has sometimes proved beneficial for 
the accumulation of biologically active compounds in medici-
nal and aromatic plants (Palevitch, 1987). Ghershenzon (1984) 
demonstrated that in herbaceous plants and shrubs, terpenes 
tend to increase under stress, mainly under severe water deficit 
conditions. This type of stress is known to increase the amount 
of secondary metabolites in a variety of medicinal plants, for 
example, artemisinin in Artemisia annua L. (Charles et  al., 
1993), ajmalicine in Catharanthus roseus (Jaleel et al., 2008) 
and hyperforin in Hypericum perforatum (Zobayed et  al., 
2005). The response of essential oil yield and composition to 
water stress varies with the duration and severity of stress. 
Putievesky et al. (1990) also reported that as irrigation intervals 
became more extended, herbage yield and essential oil yield 
were reduced in Pelargonium graveolens. Similarly, Rajeswara 
Rao et al. (1996) reported that a wet season encouraged vegeta-
tive growth of rose-scented geranium and resulted in a higher 
essential oil yield.
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Similarly, Simon et al. (1992) reported that moderate water 
stress imposed on sweet basil resulted in higher oil content and 
greater total oil yield. Furthermore, the authors indicated that 
water stress changed essential oil composition: water stress 
increased linalool and methyl chavicol and reduced sesqui-
terpenes. Contrary to the previously mentioned report, short-
term stress (withholding irrigation for 8 days) did not change 
essential oil yield and oil composition of Melaleuca alternifo-
lia (List et al., 1999). In Isatis indigotica, extreme water stress 
has been found to reduce the production of indirubin. However, 
superior yield and quality could both be obtained at 45–70% 
of field capacity (Tan et al., 2008). A lot of investigations have 
showed that water stress increased secondary metabolite accu-
mulation in medical plants, such as Salvia miltiorrhiza (Liu 
et al., 2011), Bupleuri radix (Zhu et al., 2009), Catharanthus 
roseus (Abdul et al., 2007), and Rehmannia glutinosa (Gaertn.) 
(Chung et al., 2006). The content of total flavonoids in Tribulus 
terrestris under high levels of water treatment is higher than 
that occurring in low-water treatments (Yang et al., 2010). In 
Ginkgo biloba, drought stress has been found to promote the 
growth of quercetin content and to inhibit the increase of rutin 
in the leaves (He and Zhong, 2003). In S. baicalensis Georgi, 
baicalin increased steadily in the stems and leaves under lower 
water stress, and it decreased sharply under heavy water stress 
(Liu et al., 2010).

Water stress reduced fresh and dry weights of Satureja 
hortensis L. (savoury) plants. Severe water stress increased 
essential oil content more than moderate water stress. The 
main constituents, such as carvacrol, increased under moderate 
water stress, while α-terpinene content decreased under mod-
erate and severe water stress of Satureja hortensis L. (Baher 
et al., 2002). Essential oil, total carbohydrate and proline con-
tents were pronouncedly increased with increasing stress lev-
els of Salvia officinalis L. (Sage) plants (Hendawy and Khalid, 
2005). Sahu (1972) reported that overall growth of Rauvolfia 
serpentina plantation diminished with increasing water stress, 
but root growth was less influenced than shoot growth. Root 
yield of the crop grown without irrigation was less than the 
irrigated ones.

The edaphic factor pertains to the substratum upon which 
the plant grows and from which it derives its mineral nutri-
ents and much of its water supply. It involves physical, chemi-
cal and biological properties of soils (Mason, 1946a,b). These 
properties of soil, namely physical, chemical and biological, 

Soil
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significantly influence plant growth leading to yield and com-
position of medicinal and aromatic plants. According to Janzen 
(1974), sandy soils, which are poor in nutrients, provide a 
higher production of secondary metabolites compared with 
clay soils, which are richer in nutrients. Studies carried out in 
the Amazonas State, with authentic oil resins of Copaifera mul-
tijuga, show that there is a dependence between soil texture 
(sandy or clay) and productivity of the oil resin, with production 
being higher in clay soils than in sandy soils (Alencar, 1982). 
However, there was no relationship observed between produc-
tion and soil type, but it was observed that the fractions of 
non-oxygenated sesquiterpenes and diterpene acids are slightly 
higher in clay soils, while the fraction of oxygenated sesquiter-
penes was higher in sandy soils (Medeiros and Vieira, 2008). 
Moqbeli et al. (2011) reported that soil conditions have a signifi-
cant effect on yield and the essential oil of Melissa officinalis. 
It was further reported that in comparison to sand and clay, the 
loam texture of soil recorded the highest biomass and essential 
oil content in the plant.

The pH value has an impact on the production of secondary 
metabolites (Yan et al., 2004; Medentsev et al., 2005; Babula 
et  al., 2006), for example, out of many soil parameters anal-
ysed, the highest correlation of the production of the glycoside 
salidroside in Rhodiola sachalinensis was observed to the soil 
pH (Yan et al., 2004).

There are contradictory reports in the literature concerning 
the response of essential oil to salt stress. Salt stress decreased 
essential oil yield in Trachyspermum ammi (Ashraf and Orooj, 
2006). This negative effect of salt stress in oil yield was also 
reported for other medicinal plants, for example, Mentha 
piperita (Tabatabaie and Nazari, 2007); peppermint, penny-
royal, and apple mint (Aziz et al., 2008); Thymus maroccanus 
(Belaqziz et al., 2009); and basil (Said-Al Ahl and Mahmoud, 
2010). Besides, salinity decreased the essential oil yield (Abd 
El-Wahab, 2006) of fennel. It was also observed that the ane-
thole percentage was reduced with saline water. In marjo-
ram, the proportions of the main compounds were differently 
affected by salt (Baatour et  al., 2010), while, in Matricaria 
recutita, the main essential oil constituents (α-bisabololoxide 
B, α-bisabolonoxide A, chamazulene, α-bisabolol oxide A, 
α-bisabolol, trans-β-farnesene) showed an increase under saline 
conditions (Baghalian et al., 2008). Also, in Origanum vulgare, 
it was found that the content of the main essential oil constitu-
ent (carvacrol) decreased under salt stress, while p-cymene and 
γ-terpinene contents increased under non-salt stress treatments 
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(Said-Al Ahl and Hussein, 2010). Similar results of an inhibi-
tory effect of high level of salinity were also found on lemon 
balm (Ozturk et al., 2004), Majorana hortensis (Shalan et al., 
2006), Matricaria chamomile (Razmjoo et  al., 2008), Salvia 
officinalis (Ben Taarit et al., 2010) and basil (Said-Al Ahl et al., 
2010). On the contrary, an increase of essential oil yield due to 
lower levels of salinity has been reported in other plant species, 
for example, Satureja hortensis (Baher et al., 2002) and Salvia 
officinalis (Hendawy and Khalid, 2005). It was also shown that 
essential oil yield of coriander leaves was stimulated only under 
low and moderate stress, while it decreased at the high salinity 
level. At low stress, (E)-2-decenal, (E)-2-dodecenal and dode-
canal contents increased (Neffati and Marzouk, 2008).

12.5 Biotic factors

Plants produce diversity of natural products or secondary 
metabolites with a prominent function of protection against 
predators and microbial pathogens and are important for the 
communication of the plants with other organisms. They also 
serve as defence against abiotic stress (e.g. UV-B exposure) 
(Schafer and Wink 2009), and are insignificant for growth and 
developmental processes (Rosenthal et al., 1991).

A vast majority of the different structures of terpenes pro-
duced by plants as secondary metabolites are presumed to be 
involved in defence as toxins and feeding deterrents to a large 
number of plant-feeding insects and mammals (Gershenzon 
and Croteau, 1991).

For example, the pyrethroids (monoterpenes esters) that 
occur in the leaves and flowers of Chrysanthemum species 
show strong insecticidal responses (neurotoxin) to insects 
such as beetles, wasps, moths, bees, and so on, and is also a 
popular ingredient in commercial insecticides because of low 
persistence in the environment and low mammalian toxicity 
(Turlings et al., 1995).

Abietic acid is a diterpene found in pines and leguminous 
trees. It is present in or along with resins in resin canals of 
the tree trunk. When these canals are pierced by feeding 
insects, the outflow of resin may physically block feeding and 
serve as a chemical deterrent to continued predation (Bradley 
et  al., 1992). The milkweeds produce several better-tasting 
glucosides (sterols) that protect them against herbivory by 
most insects and even cattle (Lewis and Elvin-Lewis, 1977). 
Halogenated coumarin derivatives work very effectively in 
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vitro to inhibit fungal growth. For example, 7-hydroxylated 
simple coumarins may play a defensive role against parasit-
ism of Orobanche cernua, by preventing successful germina-
tion, penetration and connection to the host vascular system 
(Serghini et al., 2001).

Weeds play one of the major roles in the loss of yield and 
composition of medicinal and aromatic plants. The presence 
of weeds during different periods of crop growth of cultivar 
‘Bourbon’ resulted in decreases in linalool (9.6–11.4%), isom-
enthone (7.3–7.9%), citonellol (18.9–21.8%) and citronellyl 
formate (5.5–6.6%), and increases in geraniol (23.5–26.5%) 
and geranyl formate (2.2–3.0%). Rose oxides and 10-epi-
γ-eudesmol were not affected (Rao and Bhattacharya 1997). 
Rao et  al. (2005) also reported the loss in yield and changes 
in composition when the oil of three cultivars of rose-scented 
geranium, namely, Algerian, Bourbon and Kelkar, was co-
distilled with companion weeds growing in the field. Water 
requirement for the growth of weeds is primarily of interest 
from the stand-point of competition with the crop plant for the 
available moisture (Gibson, 2000). It has been reported that 
wild mustard transpires about four times more water than a 
crop plant (Thakur, 1984). Studies show that weed and canopy 
architecture, especially plant height, location of branches and 
height of maximum leaf area determine the impact of competi-
tion for light and, thus, have a major influence on crop yield 
(Cudney et al., 1991). Members of the family Brassicaceae (such 
as Coronopus didymus, a notorious weed in wheat crop) gener-
ally produce sulphur compounds such as glucosinolates. Allyl 
glucosinolate is one of the predominant glucosinolates in many 
brassicaceous species. In soil, this compound is hydrolysed into 
allyl isothiocyanate, a volatile compound (Mayton et al., 1996), 
which may be responsible for allelopathic interference.

Like other crops, medicinal and aromatic crops are sus-
ceptible to several pests and diseases which in turn drastically 
reduce and deteriorate crop yield and composition. Rhizoctonia 
solani has been reported to cause the leaf blight of C. forskohlii 
(Shukla et al., 1993).

Fusarium solani, causing root rot of C. forskohlii, has also 
been reported by Bhattacharya and Bhattacharya (2008). Leaf 
rust, leaf spot, leaf blight and powdery mildew decreased 
the concentrations of menthone (from 8.3% to 1.1–2.4%) and 
isomenthone (from 4.2% to 2.0–3.4%), and increased the 
content of menthol (from 84.1% to 87.0–90.8%), neomenthol 
from (1.8% to 2.1–2.8%) and menthyl acetate (from 0.1 to 2.0–
4.3%) (Shukla et al., 2000). Wilt disease caused by Fusarium 
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oxysporum var. redolens reduced biomass yields by 73.6–
88.2% and essential oil yields by 69.1–87.1% in Bourbon and 
Algerian cultivars of rose-scented geranium (Pelargonium 
graveolens) (Rao, 2002).

Finally, human beings are the most significant biotic factor 
shaping ecosystems. Human beings who manage these factors 
in terms of irrigation, nutrient input, pest control, land prepara-
tion, mixed/relay cropping and other practices are also a biotic 
component of agroecosystems. Chemical composition in plants 
is dependent on biosynthetic pathways controlled by several 
enzymes which are produced by numerous genes, abiotic and 
biotic factors, including human management that exerts consid-
erable influence on the same. Several agronomic studies taken 
up on medicinal and aromatic plants invariably examine the 
quality in relation to agronomic management. A number of 
studies reported the effects of agricultural practices on the sec-
ondary metabolites in medicinal and aromatic plants (Verma 
et al., 2009, 2011, 2012, 2013).

Planting dates influence growth yield and secondary 
metabolite production as reported in Artemisia annua (Singh 
et al., 2009b), rose-scented geranium (Kalra et al., 1992) and 
Silybum marianum (Rahimi and Kamali, 2012). In studies 
conducted in the temperate region of the Himalayas, artemis-
inin yield in the dried leaves of Artemisia annua was found 
to be maximum among the plants that were transplanted in 
March (24.39 kg ha−1) and minimum to those transplanted in 
November (3.39 kg ha−1) (Verma et al., 2011).

Plant density and irrigation methods are the two important 
factors that directly affect the yield and flower number, amount 
of essential oils and yield components (Marisol et  al., 2003; 
Saif et al., 2003; Tiwari et al., 2003; Verma et al., 2008; Singh 
et al., 2009a).

Gengaihi and Abdallah (1978) reported that the number of 
umbel per plant, seed yield per plant and plant height increased 
at wider spacing. According to the results of Verzalova et al. 
(1988), row spacing did not affect the plant height but the num-
ber of umbel and seed yield per plant was increased at wider 
spacing. Naghdibadi et  al. (2002) who studied the effect of 
different plant densities on the yield of dry material of thyme 
(Thymus vulgaris) showed that a higher yield of dry material 
was obtained with 15 cm densities of planting.

Sharifi and Abbaszadeh (2003) investigated the effect of 
N fertiliser on essential oil content and composition of the 
aerial parts of fennel (Foeniculum vulgare Mill) and found 
that N application increased the essential oil content. Ram 
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et  al.  (2005) evaluated two variables of organic mulch (con-
trol and sugarcane trash at 7 t ha−1) and three levels of nitrogen 
(0, 100 and 200 kg ha−1). Application of N at 200 kg ha−1 in the 
mulched plots significantly enhanced the N uptake by the crop 
and essential oil content of mint (Mentha arvensis L.) over the 
control; with 100 kg N ha−1 being applied to the mulched or 
unmulched plots and 200 kg N ha−1 applied to the unmulched 
plots. A study was carried out with lemongrass (Cymbopogon 
flexuosus) during 1993–1995 under four rates of applied nitro-
gen (0, 50, 100 and 150 kg ha−1). Nitrogen application signifi-
cantly increased crop growth values such as plant height, leaf 
area index (LAI), herbage and essential oil contents. An appli-
cation of 100 kg N ha−1 was found to be optimal for crop yield 
(Singh, 1999). The percentage of essential oil and fresh and dry 
matter of marjoram plants positively responded to increased 
levels of composted manure compared with chemical fertiliser 
(Edris et al., 2003).

As discussed earlier, water stress can create significant 
changes in the yield and composition of MAPs. Irrigation is 
the prerequisite demand for better yield and quality of crop. 
Moreover, some interesting studies of irrigation with waste 
water, saline water, and so on need further research. The essen-
tial oil yield of mint increased 14% under irrigation by second-
ary drainage water as compared to irrigation by agronomical 
water (Aghayari and Darvishi, 2011). Salinity is a major prob-
lem that negatively impacts agricultural productions in many 
regions of the world. Generally, salinity problems increase with 
increasing salt concentration in irrigation water (Ayman, 2003). 
For instance, it was found that the increase of salinity stress 
decreased almost all growth parameters in Nigella sativa, some 
growth parameters and essential oil amount in Chamomile 
(Razmjoo et  al., 2008) and essential oil yield in lemon balm 
(Tabatabaie and Nazari, 2007). Also, the effect of salinity 
parameter on essential oil quality in lemon verbena showed the 
increased amount of geranial as the salinity level was increased 
(Ozturk et al., 2004). However, the research showed that cham-
omile is able to maintain all of its medical properties, under 
saline conditions and could be cultivated economically in such 
conditions (Baghalian et al., 2008).

12.6 Conclusion

The effects of climate change are apparent within ecosys-
tems around the world, including medicinal and aromatic 
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plant populations. Changing phenologies and distributions of 
plants have been recorded worldwide, and these factors could 
ultimately endanger wild MAP species by disrupting synchro-
nised phenologies of interdependent species, exposing some 
early-blooming MAP species to the dangers of late cold spells, 
allowing invasives to enter MAP species habitats and compete 
for resources, and initiating migratory challenges, among other 
threats. Extreme weather events already impact the availability 
and supply of MAPs on the global market, and projected future 
increases in extreme weather are likely to negatively affect MAP 
yields even further. What makes medicinal plants unique from 
other flora is the fact that they, along with other economically 
useful plants, are collected for human use. Therefore, there is a 
need for more research into the effects of climate fluctuations 
on plants in general and MAPs in particular. Climate change 
may not currently represent the biggest threat to MAPs, but it 
has the potential to become a much greater threat in the future 
decades. Many of the world’s poorest people rely on medicinal 
plants not only as their primary healthcare option, but also as a 
significant source of income. The potential loss of MAP species 
from effects of climate change is likely to have major ramifica-
tions on the livelihoods of large numbers of vulnerable popula-
tions across the world.
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Abstract

The extreme challenge for the future is to increase the 
plant productivity and yield with respect to climate change. 
In the current global status, aberrant climate change leads 
to the immense impact on the loss of million tons of crop 
productivity in agriculture. The consequence is becoming 
more pathetic by the current and imminent global changes 
in climate, world population increases, industrialisation 
toxicity, deterioration of cultivated land and freshwater 
insufficiency. All these stresses emphasising the devel-
opment of stress-resistant plants are those that have the 
ability to adapt and endure the growth and productivity 
in stressful and harsh environmental changes. It is sig-
nificant to understand plants stress response mechanism 
to augment the crop productivity under unfavourable or 
stressful environmental conditions.

13.1 Introduction

Plants, as a sessile organism, must contend and thrive under 
multiple climate change threats or environmental stresses. 
These stresses not only affect the plant crops productivity, but 
also lead to changes in the plant architecture, growth and devel-
opment (Walter et al., 2009). During the onset and development 
of environmental stress within a plant, all the major processes 
are directly affected such as photosynthesis, transpiration, respi-
ration, energy and lipid metabolism, carbohydrate metabolism, 
protein synthesis, stomatal conductance and pigment concentra-
tions; then there are secondary stresses such as ion uptake and 
nutrition stress (affecting the availability, transport and parti-
tioning of nutrients) and oxidative stress which together affect 
the plant development and growth (Ryan, 1991; Scandalios, 
1997; Grene, 2002; Flexas et al., 2004; Saher et al., 2005; Garrett 
et al., 2006; Chaves et al., 2009; Singh et al., 2009; Walter et al., 
2009; Compant et al., 2010; Cramer et al., 2011; Walbot, 2011; 
Dinakar et al., 2012; Tullus et al., 2012). Plants have to respond 
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and adapt to environmental stresses at the cellular, biochemical, 
physiological, and molecular levels.

Genetic technologies have revealed many plant genes and 
their downstream gene activation which are involved in the 
stress gene expression, stress signal transduction pathways and 
stress tolerance. These approaches elucidated different mecha-
nisms to fine tune the plant gene expression and the ability 
to cope in an appropriate manner to environmental stresses. 
During the change in environmental conditions, the defence 
against these stresses is a large reprogramming of gene expres-
sion through regulation of transcription (Figure 13.1). The devel-
opment of microarray and high-throughput technologies led to 
the discovery of several hundred to thousands of genes in plants 
with altered expression in response to climate changes. Genes 
with altered expression during climate change stresses are often 
important for adaptation to stress; transgenic plants overexpress 
such genes that can have increased change stress tolerance.

Climate change or environmental stresses have a profound 
influence on the plant growth and productivity in a variety 
of ways. The potential impacts of climate change have been 
examined in many crops such as groundnut, rice, wheat, 
soybean,  maize, many vegetables and fruits (Schlenker and 
Roberts, 2009; Singh et  al., 2009, 2014; Hao et  al., 2010; 
Mirade Orduna, 2010; Moretti et al., 2010; Waterer et al., 2010; 

Weeds
Fungi

Bacteria
Viruses

Parasites
Insects

High winds
Drought
Salinity

Water-level reduction
Temperature rising

Cold
Soil fertility

Gene expression
Chromatin modification
Transcription initiation
RNAI/miRNA/siRNA

Post-transcription regulation

Genomics
re-programming

Biotic stressAbiotic stress

Stress reframe–work

Climate change/environmental
stress

FIGURe 13.1 (See colour insert.) A model for abiotic and biotic stress signalling 
leads to genomics reprogramming during climate change or environmental stress.
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Madan et al., 2012; Zhang and Huang, 2012). The future conse-
quences of climate change have been observed in locations such 
as Africa, Australia, China, Europe, India, Japan, United States 
and other countries (Olesen and Bindi, 2002; Desch et al., 2007; 
Schlenker and Roberts, 2009; Hanna et al., 2011; Olesen et al., 
2011; Chang et al., 2012; Elsgaard et al., 2012; Mubaya et al., 
2012; Zhang and Huang, 2012; Beck, 2013).

Environmental stresses, such as drought, salinity, chilling, 
freezing, and high temperatures cause adverse effects on the 
growth of plants and reduce crop productivity, and, in extreme 
cases, lead to plant death. Abiotic stress is the major cause of 
crop loss worldwide, reducing average yields for most major 
crop plants by more than 50% (Bray et al., 2000). Water stress in 
its extended sense covers both drought and salt stress. Drought 
and salinity are prevalent in several provinces, and may create 
serious salinisation issues on more than 50% of all arable lands 
by the year 2050 (Wang et al., 2003).

Since sequencing of the first plant genome Arabidopsis 
thaliana to the recent high-throughput genomic and proteomic 
approaches, an enormous quantity of information has been 
produced to advance our apprehension of how the eukaryotic 
genome works to induce and synchronise specific programmes 
of gene expression. Many studies have revealed several mol-
ecules, for instance, transcription factors, cofactors, kinases, 
activators and so on, as promising candidates for common play-
ers that are involved in cross talk between abiotic and biotic 
stress-signalling pathways during the changing environmental 
conditions. The response to the changing environmental stress 
in plant development and physiology can be prone to dramatic 
genomic-reprogramming processes that lead to alternative gene 
programmes and expression patterns (Figure 13.1).

13.2  harmonisation of a stress-signalling pathway 
and gene expression

Plants respond to a multitude of biotic and abiotic environmental 
stress signals that influence growth and development. Plants are 
subject to biotic and abiotic stresses, and have developed strat-
egies to protect themselves against these environmental stress 
attacks. These environmental stress signals are converted into 
appropriate signalling cascades to endure adverse conditions. 
Knowledge of these signalling pathways, role and regulation will 
lead to the design of stress-tolerant plants and a reduction in the 
loss of crop productivity. To understand the mechanisms of an 
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environmental stress-signalling pathway during climate change, 
they extensively investigated A. thaliana, Oryza sativa, Zea 
mays, Solanum lycopersicum, Triticum, legumes and many other 
plants (Zhu, 2001; Bruce et al., 2002; Seki et al., 2003; Baena-
Gonzalez and Sheen, 2008; Becana et  al., 2010; Walley and 
Dehesh, 2010; Chew and Halliday, 2011; Dolferus et al., 2011; 
Santos et al., 2011; Sun et al., 2011; Zhang et al., 2011; Krasensky 
and Jonak, 2012). The variety of signalling pathways that play a 
central role during plant stress response are auxin (Popko et al., 
2010), abscisic acid (ABA) (Guo et al., 2011; Qin et al., 2011), 
brassinosteroids (BRs) (Mussig et al., 2006), cytokinin (Ha et al., 
2012), ethylene (Etheridge et al., 2005; Zhu and Guo, 2008), gib-
berellic acid (GA) (Gao et al., 2011), jasmonic acid (JA) (Balbi 
and Devoto, 2008; Wasternack and Kombrink, 2010), salicylic 
acid (SA) (Yuan and Lin, 2008; An and Mou, 2011) and nitric 
oxide (NO) (Gechev et  al., 2006; Grun et  al., 2006; Qiao and 
Fan, 2008). Auxin, cytokinin, GA, ABA and ethylene are well 
accepted as five classes of classic plant hormones. More recently, 
evidence has accumulated to extend this concept to include BRs, 
JA, SA and NO (Santner and Estelle, 2009). These signalling 
molecules not only maintain the development and growth of the 
plant but are also helpful in providing the tolerance to the plant 
during a change in environmental conditions.

Auxin is a phytohormone, which regulates plant developmental 
and physiological processes, such as tropic responses to light 
and gravity, general root and shoot architecture, embryogene-
sis, vascular differentiation and organogenesis (Woodward and 
Bartel, 2005). Genome-wide analysis studies show that the tran-
scriptional response to an auxin is rapid and broad, influencing 
the gene expression of a large and different sets of genes (Goda 
et  al., 2004; Okushima et  al., 2005; Overvoorde et  al., 2005; 
Nemhauser et  al., 2006). Recent studies manifest that auxin 
homeostasis directly links growth regulation with stress adap-
tation responses. Auxin signalling was controlled at the level 
of gene expression by three gene families, Aux/IAAs (indole-3-
acetic acid), GH3s and small auxin-up RNAs (SAURs). WES1 
(a GH3 protein) controlled the endogenous auxin (IAA) con-
tent through feedback regulation. WES1 is the gene expression 
increased by environmental stresses as well as by SA and ABA, 
causing the reduction of endogenous IAA and resultant growth 
retardation under stress conditions, which may provide an adap-
tive strategy on stressed plants (Park, 2007; Park et al., 2007). 
Auxin, in conjoining with ABA, regulates the gene expression 
R2R3-type MYB transcription factor, MYB96. MYB96, in 

Auxin



284 CLIMATE CHANGE EFFECT ON CROP PRODUCTIVITY

turn, regulates lateral root development under drought condi-
tions. Recent studies demonstrate the importance of auxin in 
cold-stress-mediated plant gene expression and trafficking 
(Shibasaki et  al., 2009; Rahman, 2012). An auxin-resistant 
mutant, axr1-24, shows more resistant salt concentrations, pro-
viding a link between auxin and salt stress (Tiryaki, 2007).

ABA, a terpenoid phytohormone, signal transduction pathway 
leads to changes in plant gene expression in many ways, which 
involves changes in the transcription, transcript processing, 
chromatin modification and RNA stability (Guo et al., 2011). 
There are many studies showing that ABA is a key regulatory 
molecule in the control of gene expression in abiotic and biotic 
stress such as drought, dehydration, cold, salinity as well as 
pathogen interaction (Wasilewska et al., 2008). ABA has been 
essential in transcriptional and post-transcription regulation of 
stomata aperture, lateral root growth, seed germination, anti-
oxidant response and pathogen defence. Both biotic and abiotic 
stress genes are induced and controlled by ABA-dependent and 
ABA-independent pathways. Comparisons of transcriptomes 
for Arabidopsis and rice exposed to ABA and various abiotic 
stresses have shown changes affecting 5–10% of the genome; 
more than half of these changes were common to drought, salin-
ity and ABA treatments (Shinozaki et  al., 2003; Nakashima 
et  al., 2009). The ABA-regulated genes in Arabidopsis seed-
lings include slightly over 10% of the genome. This is 2–6 
times as many genes are regulated by most of the other plant 
hormones (Nemhauser et  al., 2006; Nakashima et  al., 2009). 
ABA passes its signalling and controls gene expression using 
a different set of receptors, such as, flowering time control 
protein A (FCA), ChlH/ABA R (abscisic acid  receptor)/CCH 
(conditional chlorina)/GUN5 (genome uncoupled 5), GTGs 
(GPCR-type G proteins) and PYR/PYL/RCARs  (pyrabactin/
PYR-like/regulatory component of ABA receptors) (Guo et al., 
2011). The ABA-induced genes are enriched for those encod-
ing proteins involved in stress tolerance, such as dehydrins and 
enzymes that detoxify reactive oxygen species (ROS), enzymes 
of compatible solute metabolism, a variety of transporters, reg-
ulatory proteins such as transcription factors, protein kinases 
and phosphatases and enzymes involved in phospholipid sig-
nalling. ABA-repressed gene products are enriched for proteins 
associated with growth, including cell wall, ribosomal, plasma 
membrane and chloroplast proteins. NFYA5 (nuclear factor Y 
A5), OCP3 (overexpresser of cationic peroxidase 3), MYB96 
(MYB transcription factor 96), FTA (α-farnesyltransferase), 

Abscisic acid
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SAL1(3′(2′), 5′-biphosphate nucleocidase, MSI1(multi-copy sup-
pressor of Ira1), TOC1 (timing of CAB expression 1) and many 
other genes are transcriptionally regulated by ABA-mediated 
pathway and are crucial in controlling the stomatal aperture 
and drought resistance. ABA signal transduction has charac-
terised the cell biological and genetic mechanisms upstream 
and downstream of ROS production. ABA regulated the ROS 
level in itn1 (increased tolerance to NaCl), abi1-1 (ABA insen-
sitive1) and ost1 (open stomata 1) mutants. ABA induces the 
gene expression of ROS-producing enzyme nicotinamide ade-
nine dinucleotide phosphate (NADPH) oxidase (RBOHC and 
RBOHD) itn1 mutant. In response to cold, ABA increases the 
cold-responsive gene expression SCOF-1 DNA-binding activity 
to the bZIP SGBF-1 in ABRE sequence, suggesting a coopera-
tive role of the two proteins to induce cold tolerance of plants 
(Kim et al., 2001). Besides these, many genes are regulated by 
transcription factors responding to drought, salt and cold via 
ABA-dependent or ABA-independent pathways.

BRs are plant steroidal hormones that regulate various aspects 
of plant growth and development, including cell elongation, 
photomorphogenesis, xylem differentiation, seed germination 
and fruit ripening (Clouse and Sasse, 1998). BRs induce gene 
expression and the ability to enhance resistance in plants in the 
changing environmental condition or stresses, such as heavy 
metal stress, water stress, salt stress, high- and low-temperature 
stress and pathogen attack (Bajguz and Hayat, 2009). BRs treat-
ment induces the expression of three regulatory genes, such as 
RBOH, MAPK1 and MAPK3, and genes involved in defence and 
antioxidant responses (Xia et al., 2009). BR induces the expres-
sion of genes-encoding transcription factors, such as WRKY6, 
WRKY30, MYB and MYC. The 24-epibrassinolide (bioac-
tive BRs) induces the expressions of genes-encoding proteins 
involved in the heat-shock response (HSP and DnaJ), defence 
(PR-1, PAL and HPL), detoxification (GST, GPX and POD) 
and antioxidant (CAT, cAPX and MDAR) (Xia et  al., 2009). 
These gene expression results suggest that the involvement of 
BR induces plant stress tolerance to a variety of environmen-
tal stresses. Analysis of T-DNA insertion mutants of four BR 
response genes indicated that WRKY17, WRKY33, ACP5 and 
BRRLK have stress-related functions (Divi et  al., 2010). For 
osmotic permeability, BR-deficient cpd and BR-insensitive 
bri1 mutants showed that BR treatment produced an increase 
in the osmotic permeability of protoplasts prepared from cpd 
plants (Morillon et al., 2001). The 24-epibrassinolide treatment 

Brassinosteroids
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also leads to significant increases in the levels of hsps90 dur-
ing thermal stress in Brassica napus (Dhaubhadel et al., 2002). 
BR (24-epibrassinolide) treatments increase the gene expres-
sion of arginine decarboxylase (ADC) and improve IAA and 
ABA levels under heavy metal chromium stress in Raphanus 
sativus (Choudhary et al., 2012). ADC has an important role in 
response to cold, oxidative stress, salt stress and seed develop-
ment. T-DNA knockout mutants of OsGSK1, a rice orthologue 
of the BR-negative regulator BIN2, showed greater tolerance 
to cold, heat, salt and drought stresses as compared with non-
transgenic plants (Koh et al., 2007).

Cytokinins are plant hormones which are implicated in nearly 
all aspects of plant growth and development, including apical 
dominance, leaf senescence, nutrient signalling, shoot differ-
entiation, cell division and light responses (Kiba and Mizuno, 
2003). Cytokinins homeostasis and signalling are changed and 
regulated under various biotic and abiotic stresses. For exam-
ple, Pseudomonas syringae pv. tomato DC3000 (Pst), a bacte-
rial pathogen has a direct effect on cytokinins. The endogenous 
cytokinins perceived by AHK2 and AHK3 receptors promote 
SA signalling through ARR2 activation and association with 
the promoters of pathogenesis-related (PR) genes, which lead to 
enhanced plant immunity (Choi et al., 2010). Another instance 
from a recent study has shown that cytokinin level and transport 
are reduced by drought and/or salinity in various plant species 
(Argueso et al., 2009; Perilli et al., 2010). Recent characterisation 
of Arabidopsis CKX overexpression and the ipt1, 3,5,7 mutant 
plants with reduced endogenous cytokinin levels revealed a strong 
stress-tolerant phenotype that was associated with increased cell 
membrane integrity and ABA hypersensitivity (Nishiyama et al., 
2011). The cold stress induces ARR5, 6,7,15 expression, and the 
arr5, arr6 and arr7 mutants exhibit enhanced freezing toler-
ance and ABA sensitivity similar to ahk2, 3 and ahk3, 4 mutants 
(Jeon et al., 2010). In other recent studies, genome-wide microar-
ray analyses show that more than 10% transcriptional changes in 
Arabidopsis genes in the  cytokinin-deficient ipt1, 3,5,7 mutant 
were compared to the wild type under both normal and salt stress 
conditions (Nishiyama et al., 2012).

Ethylene, as a gaseous plant hormone, is involved in many 
aspects of the plant life cycle, including seed germination, 
fruit ripening, organ abscission, pathogen response, senes-
cence, root hair development, root nodulation, abscission and 
so on (Johnson and Ecker, 1998). The production of ethylene 

Cytokinins
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is tightly regulated by internal signals during development and 
in response to environmental stimuli from biotic (e.g. fungal 
and bacterial disease) and abiotic stresses, such as wounding, 
hypoxia, ozone, chilling or freezing. Signalling responses to 
ethylene in Arabidopsis are regulated and transferred by five 
receptors called ethylene receptor1 (ETR1), ETR2, ethylene 
response sensor1 (ERS1), ERS2 and ethylene insensitive4 
(EIN4) (Chang et al., 1993; Hua et al., 1998). The receptors acti-
vate Raf-like protein kinase, CTR1, which negatively regulates 
downstream ethylene-signalling events (Kieber et  al., 1993). 
During either biotic or abiotic stress condition, plants produce 
increased levels of ethylene, called stress ethylene, which is able 
to initiate various ethylene-regulated responses (Abeles et al., 
1992). Plants deficient in ethylene signalling may show either 
increased susceptibility or increased resistance during biotic 
stress. For example, in soybean, mutants with reduced ethyl-
ene sensitivity produce less-severe chlorotic symptoms when 
challenged with the virulent strains P.  syringae pv. glycinea 
and Phytophthora sojae, whereas virulent strains of the fungi 
Septoria glycines and Rhizoctonia solani cause more severe 
symptoms (Hoffman et  al., 1999). Arabidopsis plants with 
defects in ethylene perception (ein2) or JA signalling (coi1) fail 
to induce a subset of PR gene expression, including the plant 
defensin gene PDF1.2, a basic chitinase (PR-3) and an acidic 
have-in-like protein (PR-4), resulting in enhanced susceptibil-
ity to certain pathogens (Penninckx et  al., 1998). Peng et  al. 
(2005) investigated the responses of Arabidopsis ACS genes 
to hypoxia stress and they found that ACS2, ACS6, ACS7 and 
ACS9 were specifically induced during hypoxia. As an environ-
mental signal integrator, ethylene transmits salt stress signalling 
and enhances plant survival in a DELLA protein-dependent 
manner (Achard et  al., 2006). Arabidopsis NAC-type tran-
scription factor gene AtNAC2 incorporates the environmental 
and endogenous stimuli into the process of plant lateral root 
development. It has been shown that in the ein2-1 and ein3-1 
mutant, the salt induction of AtNAC2 was affected (He et al., 
2005). Ethylene signal pathways are also essential for defence 
against ultraviolet B (UV-B) damage. In etr1-1 (insensitive to 
ethylene) mutant plants, the UV-B-induced up-regulation of 
PR-1 and PDF1·2 transcript levels was considerably reduced 
compared with wild-type plants, indicating a role of ethylene in 
the up-regulation of these genes in response to UV-B exposure 
(Mackerness, 1999). Another protein in the ethylene-signalling 
pathway, ethylene response factor protein (JERF3) activates the 
gene expression through transcription, resulting in decreased 
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accumulation of ROS and, in turn, enhanced adaptation to 
drought, freezing and salt in tobacco. JERF3 induced the gene 
expression of NtCA (carbonic anhydrase), NtSOD (encodes 
SOD), NtAPX1 (ascorbate peroxidase), NtAPX2 (chloroplas-
tic ascorbate peroxidase), NtGPX (glutathione peroxidase), 
NtSAM1 (S-adenosyl-l-Met synthetase), TOBLTP (lipid trans-
fer protein), NtERD10C (early response to dehydration 10 C), 
and NtSPS (Suc-P synthase) in responding to osmotic stress in 
tobacco (Wu et al., 2008).

The signalling molecules of JA are important for many aspects 
of gene expression in plant growth, development and defence. 
The importance of JA for wound signalling and its role in 
the defence against insect attack was discovered in solana-
ceous plants. In Arabidopsis, several mutants were identified 
either with compromised JA biosynthetic capacity ( fad3-2, 
fad7, fad8, dad1, opr3, dde1 or dde2) or with defects specifi-
cally in JA perception or signal transduction ( jar1, coi1 and 
jin1). The mutant plants were severely compromised in their 
defence against insect attack and succumbed to infection by 
pathogenic soil fungi. Huffaker et al. (2006) show that in jas-
monate-deficient fad3, 7,8 triple-mutant plants, the PROPEP1 
and PDF1.2 expressing are down-regulated. A thaliana plants 
overexpressing PROPEP1 show altered root development and 
enhanced resistance to the root pathogen Pythium irregulare 
(Huffaker et al., 2006). Walia et al. (2007) show that 44 genes 
are up- regulated during JA treatment and salinity stress given 
to Hordeum vulgare. These include photosynthesis and stress 
response-related genes such as the small subunit of ribulose-1,5-
bisphosphate carboxylase, arginine decarboxylase 2 (ADC2), 
carbonic anhydrase (CA), glutathionone S-transferase, fasci-
clin-like arabinogalactan (FLA10), jacalin lectin protein and a 
water stress-induced tonoplast intrinsic protein. JA-responsive 
Arabidopsis genes related to salinity stress tolerance include 
a salt-tolerance zinc-finger protein (STZ/ZAT10), a sodium/
potassium/calcium exchanger (At5g17860), an outward-recti-
fying potassium channel (At4g18160) and a mechano-sensitive 
ion channel protein (At5g19520) (Walia et al., 2007). Like eth-
ylene, JA signal pathways are also requisite for defence against 
UV-B damage. In jar1 (insensitive to JA) mutant plants, the 
UV-B-induced up-regulation of PDF1·2 and PR-1 gene expres-
sion level was considerably reduced compared with wild-type 
plants, indicating a role of JA in the up-regulation of these 
genes in response to UV-B exposure (Mackerness, 1999). 
Plasma membrane intrinsic protein 1 gene, which plays an 
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essential role in the defence of plants against water stress, is 
strongly expressed in response to JA and to other stresses such 
as mannitol, NaCl and wounding in Populus alba × P. tremula 
var. glandulosa.

NO functioning as a signal in hormonal responses, is a gaseous-
free radical, diatomic molecule and plays important roles in 
diverse physiological and pathological processes in plants cellu-
lar and developmental mechanisms. NO synthesis in plants takes 
place by arginine- and nitrite-dependent pathways. Nitric oxide 
synthase (NOS) catalyses the generation of NO from the input 
of O2 and NADPH. NO has dual roles in plant cell physiology. 
Endogenous NO is stringently controlled in low-level homeosta-
sis through the production and elimination of NO under normal 
physiological condition. Low concentrations of NO can not only 
interrupt ROS-triggered chain reaction, but can also improve 
plant resistance by inducing gene expression (Beligni and 
Lamattina, 1999, 2000). When the cell alters itself or is exposed 
to environmental stress or climate change, the rapid increase of 
NO elicits an oxidative burst resulting in cell death (He et  al., 
2012). Parani et al. (2004) studied the gene expression analysis 
in Arabidopsis using microarray in response to 0.1 and 1.0 mm 
sodium nitroprusside (SNP), a donor of NO. They found 342 
up-regulated and 80 down-regulated genes in response to NO 
treatments (Parani et al., 2004). They observed the up-regulation 
of several genes encoding disease-resistant proteins, WRKY 
proteins, transcription factors, zinc-finger proteins, glutathione 
S-transferases, ABC transporters, kinases and biosynthetic genes 
of ethylene, JA, lignin and alkaloids. The transcript level of sev-
eral typical pathogens-induced genes (e.g. NBS-LRRs, NDR1) 
and genes coding for disease-resistant proteins was induced by 
the NO donor SNP (Parani et al., 2004). The transcript level of 
several plant defence responses modulating transcription factors, 
such as WRKYs, EREBPs  (ethylene-responsive element-binding 
proteins), several zinc-finger proteins and dehydration-respon-
sive element-binding proteins (DREB1 and DREB2), were also 
induced by SNP (Polverari et al., 2003). Zheng et al. (2010) show 
that the pretreatment of NO effectively contributed to a better bal-
ance between carbon and nitrogen metabolism by increasing the 
total soluble protein and by enhancing the activities of endopep-
tidase and carboxypeptidase in plants under salt stress (Zheng 
et al., 2010).

The small phenolic compound of SA is a phytohormone, emerg-
ing as a paradigm of an important regulatory role in multiple 
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physiological processes, including plant immune response and 
growth regulators. SA has an intensive role in signal-mediating 
local and systemic plant defence gene expression and regula-
tion responses against pathogens (An and Mou, 2011; Rivas-
San Vicente and Plasencia, 2011). SA signalling is mediated 
by both NPR1-dependent mechanisms and NPR1-independent 
mechanisms. SA signalling pathway mediates through the 
ankyrin repeat containing a BTB/POZ domain protein NPR1 
(non-expresser of PR1), which was identified in mutant screens 
of Arabidopsis (Cao et  al., 1994). NPR1 is retained in the 
cytoplasm as an oligomer in the absence of SA or pathogen 
challenge. Upon SA or pathogen induction, NPR1 monomer is 
released to enter the nucleus where it activates and regulates 
defence-related gene expression (Mou et al., 2003). SA appli-
cation and pathogen challenge experiments augment NPR1 
gene expression. Overexpression of Arabidopsis NPR1 or its 
homologues confer broad resistance against diverse patho-
gens in multiple plant species (Cao et al., 1998; Chern et al., 
2001; Lin et al., 2004; Malnoy et al., 2007; Parkhi et al., 2010). 
MKP1 and PTP1 regulate plant growth homeostasis, acting 
as repressors of the stress-induced MAPK pathway involving 
MPK3 and MPK6, which leads to SA biosynthesis and expres-
sion of PR genes (Bartels et  al., 2009). The mkp1 and mkp1 
ptp1 mutants have growth defects, increased levels of endog-
enous SA and constitutive defence responses including PR gene 
expression and resistance to the bacterial pathogen P. syrin-
gae. SA also mediates the defence-signalling pathway through 
NPR1-independent mechanism. For instance, Arabidopsis pro-
tein MYB30 positively regulates the pathogen-induced hyper-
sensitive response in an SA-dependent, NPR1-independent 
manner (Raffaele et  al., 2006). Another example for NPR1-
independent, SA-dependent gene expression regulation is the 
constitutive defence mutants, cpr5, cpr6 and hrl1 (Clarke et al., 
2000; Devadas et al., 2002).

There are several reviews, which focus on the role of SA and 
gene expression during plant defence mechanism in adverse envi-
ronmental condition. However, SA has also been identified as an 
essential regulatory signal-mediating plant response to abiotic 
stresses such as drought, chilling, heavy metal tolerance, heat 
and osmotic stress (Borsani et al., 2001; Kang and Saltveit, 2002; 
Chini et al., 2004; Freeman et al., 2005; Larkindale et al., 2005). 
SA also acts as a negative regulator of seed germination, pre-
sumably due to an SA-induced oxidative stress (Xie et al., 2007). 
However, some recent reports suggested that SA recovers the 
seed germination under abiotic stress conditions. For example, 
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under salt stress (100–150 mM NaCl), only 50% of Arabidopsis 
seeds germinate, but in the presence of SA (0.05–0.5 mM), seed 
germination increases to 80%. Exogenous application of SA also 
partially reverses the inhibitory effect of oxidative (0.5 mM para-
quat) and heat stress (50°C for 3 h) on seed germination (Alonso-
Ramirez et al., 2009). SA is also involved in the regulation of 
the alternative oxidase (AOX) pathway in plants by inducing and 
regulating its gene expression (Kapulnik et al., 1992). AOX is an 
enzyme, which controls the adenosine triphosphate (ATP) syn-
thesis to maintain growth rate homeostasis. SA treatment induces 
AOX1 gene expression levels that increases from two- to six-fold 
after 4 h of induction (Norman et  al., 2004). SA regulates the 
many senescence-associated genes (SAGs) transcript. Transcripts 
of several SAGs, such as SAG12, are considerably reduced or 
undetectable in SA-deficient Arabidopsis plants (Morris et  al., 
2000). Moreover, SA activates the expression of the Arabidopsis 
senescence-related genes αVPE, γVPE, WRKY6, WRKY53 and 
SEN1 that encode two vacuolar-processing enzymes, two tran-
scription factors and a protease, respectively (Kinoshita et  al., 
1999; Robatzek and Somssich, 2001; Miao et al., 2004; Schenk 
et al., 2005).

13.3 Stress-regulated promoters and gene expression

Eukaryotic DNA-dependent RNA polymerase II (RNA Pol II) 
is responsible for the transcription of the genetic information 
encoded in the DNA sequence protein-coding genes (Smale and 
Kadonaga, 2003). The correct spatial and temporal transcrip-
tion of genes needs to be tightly controlled as it is the first step 
in differential gene expression (Maston et al., 2006), which is a 
prerequisite for the execution of biological processes such as cell 
growth, morphology, the development of multi-cellular organ-
isms, the response to environmental conditions, disease and 
differentiation in all eukaryotic organisms. Transcription regu-
lation of eukaryotic protein-coding genes (class II) is an orches-
trated process that requires the concerted functions of multiple 
proteins or transcription factors (Martinez, 2002; Maston et al., 
2006). The region of the gene upstream of the coding and 5′ 
UTR regions is called the promoter and is also known as the 
upstream region or the regulatory region of the gene (Figure 
13.2). The eukaryotic promoter structure is responsible to a large 
extent for the regulation of transcription.

The promoter is composed of a core promoter and proxi-
mal promoter elements. The distal elements may contact the 

the eukaryotic 
promoter 
architecture: 
the controller
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core promoter or proximal promoter through a mechanism that 
involves looping out the intervening DNA. The core promoter ele-
ments (CPEs) are the region at the beginning of a gene that serves 
as the docking site for the basic transcriptional machinery and pre-
initiation complex (PIC) assembly, and defines the position of the 
transcription start site (TSS) as well as the direction of transcrip-
tion (Smale and Kadonaga, 2003; Maston et al., 2006; Sandelin 
et al., 2007). The core promoter includes DNA elements that can 
extend up to 40 bp upstream and/or downstream of the transcrip-
tion start site (TSS) (Kadonaga, 2002). The first described CPE 
was the TATA box, the binding site for the TBP subunit of TFIID. 
In addition to the TATA box, core promoters can be composed 
of numerous other elements, including initiator element (INR), 
downstream promoter element (DPE), downstream core element 
(DCE), TFIIB-recognition element (BRE) and motif ten element 
(MTE) (Thomas and Chiang, 2006) (Figure 13.2).

The proximal promoter is defined as the region immediately 
upstream (up to a few hundred base pairs) from the core promoter 
(Figure 13.2), and typically contains multiple binding sites for acti-
vators (Juven-Gershon and Kadonaga, 2010). The cis-elements to 
which general transcription factors bind are located in this region. 
These regulatory motifs can promote or suppress the binding of 
the core promoter components involved in the basal transcrip-
tion complex. Sequence-specific DNA-binding transcription fac-
tors are capable of activating or repressing transcription. They 
cause genes to be selectively expressed in response to a certain 
environmental condition in a particular cell. Other transcription 
factors and co-regulators are specific in their activity and typi-
cally bind to promoters of genes that are regulated in response to 
some stimulus such as a pathogen or an environmental condition.

Distal (upstream) regulatory elements can include enhanc-
ers, silencers, insulators, and locus control regions. It is located 
up to thousands of base pairs away from the TSS, downstream 
of the gene, and also in the introns of the gene (Juven-Gershon 
and Kadonaga, 2010). Conceivably, the transcription factors 
that bind to these elements also bind to the basal transcription 
complex by bending the DNA into a loop and thus, acting as the 
transcription. These sequences can suppress or enhance tran-
scription significantly and the strand on which they occur does 
not act on their influence. They are also responsible for tissue-
specific expression as are elements in the proximal promoter, 
which often consist of repeats of the same elements as in the 
proximal promoter. Enhancers can act as the transcription of 
more than one gene, both by changing the chromatin structure 
and by interacting with the PIC.
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Gene expression changes during environmental stresses are 
complex phenomena. Promoters are a very powerful tool in 
genetic engineering and biotechnological applications because 
the expression of genes operably linked to them can be regu-
lated to function at certain stages of development or a particular 
cell/tissue or an external/internal stimulus under defined condi-
tions. Promoters regulate and fine tune the expression levels 
and patterns of transgenic genes. The transgene plays a signifi-
cant role in determining the phenotypes of transgenic plants. 
Promoters can be categorised into different categories such as 
constitutive promoters (active constantly in most or all tissues/
parts), tissue-specific promoters (controlling gene expression in 
a tissue-dependent manner), development-stage-specific pro-
moters (controlling gene expression at certain stages of devel-
opment), inducible promoters (regulated by the application of 
an external chemical or physical signal), synthetic promoters 
(cis-regulatory sequence of DNA that can be used to specifi-
cally control gene activity in any cell or tissue type of interest) 
and bidirectional promoters (two genes that are transcribed in 
opposite directions) (Peremarti et al., 2010).

In the perspective of environmental stress, necessities to 
 re-engineer the promoters that are induced in response to a 
specific condition or change in the environment are predomi-
nantly valuable. These types of promoters are triggered by one 
or more stimuli such as hormones (e.g. GA, ABA, JA, SA and 
auxin), chemicals, environmental conditions (dehydration, heat, 
water, salt, wounding etc.) and biotic stress (microbes, insects 
and nematodes). Such promoters not only reduce the genetic 
load to the plant but are also safe to environments. Table 13.1 
provides different types of inducible promoters that have been 
used to enhance the gene expression of plant transgenes during 
varied stresses.

Differences in the expression patterns of genes during 
stress are a result of the diverse architecture of the promoters  
(Srivastava et al., 2014). Induction of the promoters is regulated 
by transcription factors, activators and suppressors that bind to 
cis-regulatory elements present in the promoter regions (Priest 
et al., 2009). Many such kinds of cis-regulatory elements have 
been studied in response to the environmental signal. Even 
with the differences in promoter architecture, functional dis-
section of the promoter regions has started to reveal the com-
mon cis-acting elements and has provided us with the tools to 
identify distinct DNA-binding proteins required to modulate 
transcription. A number of web-based and bioinformatic tools 
have been developed to identify the potential plant cis-elements 

promoters: 
precise tools for 
controlling gene 
expression in 
environmental 
stress
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table 13.1 List of some stress-inducible promoters used in different stress 
conditions

Promoter Origin Stress Reference

Aopr1 Asparagus 
officinalis

Wound and pathogen Warner et al. (1993)

Apx1 Arabidopsis Heat, oxidative stress Storozhenko et al. 
(1998)

Bjchi1 Brassica juncea Wounding, JA, NaCl and 
PEG treatment

Wu et al. (2009)

Cor6.6 Arabidopsis Low temperature, 
exogenous ABA and 
dehydration

Wang et al. (1995)

Eas4 Nicotiana tabacum Elicitor and pathogen Yin et al. (1997)
Gols1 Arabidopsis Temperature sensistive/

heat inducible
Panikulangara et al. 
(2004)

Gstf8 Arabidopsis Pathogen Perl-Treves et al. (2004)
Gn1 Nicotiana 

plumbaginifolia
Elicitor and pathogen Kooshki et al. (2003)

Gpx1 Citrus sinensis Salt stress Avsian-Kretchmer et al. 
(2004)

Gst6 Arabidopsis Oxidative stress and 
elicitor

Chen and Singh (1999)

Hahb1 Sunflower Chilling, freezing, 
drought and salinity 
stresses

Cabello and Chan 
(2012)

Hahb4 Sunflower Water stress, ABA or 
NaCl induced

Dezar et al. (2005)

Hp1 Oryza sativa ABA, salt and drought 
stress

Rai et al. (2009)

Hsp17.6 G1 Helianthus annuus Heat Rojas et al. (2002)
Hsp17.6.2 Soybean Heat Lee and Schoffl (1996)
Hsp90-1 Arabidopsis Heat, arsenite Haralampidis et al. 

(2002)
Hva1 Barley Drought, cold, heat and 

salinity
Straub et al. (1994)

Kin1 Arabidopsis Low temperature, 
exogenous ABA and 
dehydration

Wang et al. (1995)

Lip9 Oryza sativa High salinity, dehydration 
and cold stresses

Rabbani et al. (2003); 
Nakashima et al. 
(2007)

Nac6 Oryza sativa High salinity, dehydration 
and cold stresses

Nakashima et al. (2007)

continued
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in the regulatory sequences of co-expressed genes (Higo et al., 
1999; Lescot et al., 2002). Table 13.2 listed the cis-regulatory 
elements (obtained from PLACE and PlantCARE websites) 
that are identified in response to the environmental signal or 
stresses (Higo et al., 1999; Lescot et al., 2002).

13.4  Coordination between transcriptional complex 
and stress-related promoters

Gene expression is regulated at multiple levels in the cel-
lular and physiological response to environmental stress. 
Synchronisation of cis-regulatory elements and CPEs is very 

table 13.1 (continued) List of some stress-inducible promoters used in different 
stress conditions

Promoter Origin Stress Reference

Osaba2 Oryza sativa ABA, salt and drought 
stress

Rai et al. (2009)

Osnced3 Oryza sativa Drought and high salinity Bang et al. (2013)
Pdf1.2 Arabidopsis Pathogen Manners et al. (1998)
Pdh45 Pea High salinity Tajrishi et al. (2011)
PR-1a Nicotiana tabacum Pathogen Buchel et al. (1996)
Pin2 Potato Wound inducible, JA and 

ABA
Xu et al. (1993)

Rab16a Oryza sativa ABA, salt and drought 
stress

Rai et al. (2009)

Rab17 Maize Water stress or ABA 
treatment

Vilardell et al. (1991)

Rab21 Oryza sativa Drought Yi et al. (2010)
Rd22 Arabidopsis ABA and drought stress Abe et al. (1997)
Rd29a Arabidopsis ABA, cold, salt and 

drought stress
Yamaguchi-Shinozaki 
and Shinozaki (1994)

Rd29b Arabidopsis ABA, cold, salt and 
drought stress

Yamaguchi-Shinozaki 
and Shinozaki (1994)

Sag12 Arabidopsis Elicitor and senescence-
specific promoter

Gan and Amasino 
(1995)

Sag39 Oryza sativa Elicitor and senescence-
specific promoter

Liu et al. (2010)

Win3.12 Nicotiana tabacum Wound inducible Hollick and Gordon 
(1995)

Wsi18 Oryza sativa Drought Yi et al. (2010)
Wun1 Potato Wound inducible Siebertz et al. (1989)
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table 13.2 Cis-regulatory motif present in different stress-regulated plants 
promoter

ID
Hormone/
stress Origin species Sequence Reference

–141NTG13 Xenobiotic 
stress

Nicotiana 
tabacum

GCTTTTGATG 
ACTTCAAACAC

Fromm et al, 
(1991)

14BPATERD1 Water stress Arabidopsis 
thaliana

CACTAAATTGTC 
AC

Simpson 
et al. (2003)

20NTNTNOS Auxin; 
wounding 
and methyl 
jasmonate

Nicotiana 
tabacum

TGAGCTAAG 
CACATACGTCA

Kim et al. 
(1994)

ABADESI2 ABA Oryza sativa; 
Triticum 
aestivum

GGACGCGTGGC Lam and 
Chua (1991)

ABRE2HVA1 ABA Hordeum vulgare CCTACGTGG 
CGG

Straub et al. 
(1994)

ABREATCONS 
ENSUS

ABA Arabidopsis 
thaliana

YACGTGGC Choi et al. 
(2000)

ABREATRD22 ABA, 
dehydration

Arabidopsis 
thaliana

RYACGTGGYR Iwasaki et al. 
(1995)

ABREAZMRAB 
28

ABA Zea mays GCCACGTGGG Busk and 
Pages 
(1997)

ABREDISTBBN 
NAPA

ABA Brassica napus GCCACTTGTC Ezcurra et al. 
(1999)

ABRELATERD1 ABA Erd Arabidopsis 
thaliana

ACGTG Simpson 
et al. (2003)

ABREOSRGA1 ABA Oryza sativa CCACGTGG Seo et al. 
(1995)

ABRERATCAL ABE, 
calcium

Arabidopsis 
thaliana

MACGYGB Kaplan et al. 
(2006)

ABRETAEM ABA Triticum aestivum GGACACGTGGC Guiltinan 
et al. (1990)

ABREZMRAB28 ABR; 
freezing 
tolerance

Zea mays; 
Arabidopsis 
thaliana Oryza 
sativa; Populus 
spp

CCACGTGG Suzuki et al. 
(2005)

ACEATCHS Ace; Uv-A; 
and Uv-B

Arabidopsis 
thaliana

GACACGTAGA Hartmann 
et al. (1998)

ACGTABREMO 
TIFA2OSEM

ABA; ABRE; 
motif A and 
DRE

Oryza sativa; 
Arabidopsis 
thaliana

ACGTGKC Hattori et al. 
(2002)

continued
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table 13.2 (continued) Cis-regulatory motif present in different stress-regulated 
plants promoter

ID
Hormone/
stress Origin species Sequence Reference

ACGTROOT1 ABE; cold 
tolerance

Nicotiana 
tabacum; Glycine 
max

GCCACGTGGC Salinas et al. 
(1992)

AGCBOXNPGLB Ethylene Nicotiana 
plumbaginifolia; 
Arabidopsis 
thaliana; 
Nicotiana 
sylvestris; Oryza 
sativa

AGCCGCC Hart et al. 
(1993)

AS1LIKECSHPRA Cytokinin Cucumis sativus AAATGACGAAA 
ATGC

Jin et al. 
(1998)

ASF1MOTIFCA 
MV

Auxin; SA; 
xenobiotic 
stress; 
disease 
resistance

CaMV; 
Cauliflower 
mosaic virus; 
plant; Nicotiana 
tabacum; 
Arabidopsis 
thaliana

TGACG Despres et al. 
(2003)

ASF1NTPARA Auxin Nicotiana 
tabacum

TTACGCAAGC 
AATGACAT

Sakai et al. 
(1998)

B2GMAUX28 Auxin Glycine max CTTGTCGTCA Nagao et al. 
(1993)

CAREOSREP1 GA Oryza sativa CAACTC Sutoh and 
Yamauchi 
(2003)

CATATGGMSA 
UR

Auxin Glycine max CATATG

CBFHV Low 
temperature

Hordeum vulgare RYCGAC Xue (2002)

CCAATBOX1 HSE 
(heat-shock 
element); 
CCAAT 
box

Glycine max CCAAT Rieping and 
Schoffl 
(1992)

CCTCGTGTCTC 
GMGH3

Auxin Glycine max CCTCGTGTCTC Ulmasov 
et al. (1995)

COREOS Oxidative 
stress; 
antioxidant

Oryza sativa AAKAATWYRTA 
WATAAAAMTT 
TTATWTA

Tsukamoto 
et al. (2005)

CPBCSPOR Cytokinin Cucumis sativus TATTAG Fusada et al. 
(2005)
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table 13.2 (continued) Cis-regulatory motif present in different stress-regulated 
plants promoter

ID
Hormone/
stress Origin species Sequence Reference

CURECORECR Copper; 
oxygen; and 
hypoxic

Chlamydomonas 
reinhardtii

GTAC Quinn et al. 
(2000)

CYTOSITECSH 
PRA

Cytokinin Cucumis sativus AAGATTG 
ATTGAG

Jin et al. 
(1998)

DRE1COREZM 
RAB17

ABA; 
drought 
response

Zea mays ACCGAGA Busk et al. 
(1997)

DRECRTCORE AT Drought Oryza sativa; Zea 
mays; Helianthus 
annuus 
(sunflower)

RCCGAC Dubouzet 
et al. (2003)

DREDR1ATRD2 
9AB

Drought; 
water stress; 
oxidative 
stress; low 
temperature; 
high salt; 
stresscold; 
and 
dehydration

Arabidopsis 
thaliana; Populus 
spp

TACCGACAT Kasuga et al. 
(1999)

ELRECOREPCR 
P1

Elicitor; SA Petroselinum 
crispum 
(parsley); 
Nicotiana 
tabacum

TTGACC Rushton et al. 
(1996)

ELRENTCHN50 ELRE; 
elicitor and 
chitinase

Nicotiana 
tabacum

GGTCANNNAG 
TC

Fukuda 
(1997)

EMBP1TAEM ABA Triticum aestivum; 
Arabidopsis 
thaliana

CACGTGGC Guiltinan 
et al. (1990)

EREGCC Ethylene; 
pathogen

Nicotiana tabacum; 
Arabidopsis 
thaliana

TAAGAGCCGCC Koyama et al. 
(2003)

ERELEE4 Ethylene; 
senescence

Lycopersicon 
esculentum; 
Dianthus 
caryophillus 
Lycopersicon 
chilense

AWTTCAAA Itzhaki et al. 
(1994)

continued
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table 13.2 (continued) Cis-regulatory motif present in different stress-regulated 
plants promoter

ID
Hormone/
stress Origin species Sequence Reference

GARE1OSREP1 GA Oryza sativa TAACAGA Sutoh and 
Yamauchi 
(2003)

GAREAT GA Arabidopsis 
thaliana

TAACAAR Ogawa et al. 
(2003)

GGTCCCATGM 
SAUR

Auxin Glycine max GGTCCCAT

GREGIONNTPR 
B1B

Ethylene Nicotiana 
tabacum

TGGCGGCTCTTA 
TCTCACGTGA 
TG

Meller et al. 
(1993)

HBOXCONSEN 
SUSPVCHS

Elicitor; 
stress and 
wounding

Bean (Phaseolus 
vulgaris); 
Nicotiana 
tabacum

CCTACCNNNNN 
NNCT

Loake et al. 
(1992)

HSELIKENTGL 
N2

Heat shock Nicotiana 
tabacum

AGGAATTCCT Ohme-Takagi 
and Shinshi 
(1990)

JASE1ATOPR1 Senescence; 
JA

Arabidopsis 
thaliana

CGTCAATGAA He and Gan 
(2001)

JERECRSTR Jasmonic 
acid

Periwinkle 
(Catharanthus 
roseus)

CTCTTAGACCGC 
CTTCTTTG 
AAAG

Menke et al. 
(1999)

LECPLEACS2 Ethylene Lycopersicon 
esculentum

TAAAATAT Matarasso 
et al. (2005)

LS5ATPR1 Auxin; SA 
and root

Arabidopsis 
thaliana; 
Nicotiana 
tabacum

TCTACGTCAC Despres et al. 
(2000)

LTRE1HVBLT49 Low 
temperature

Hordeum vulgare CCGAAA Dunn et al. 
(1998)

LTREATLTI78 Low 
temperature, 
cold

Arabidopsis 
thaliana; 
Hordeum 
vulgare

ACCGACA Nordin et al. 
(1993)

LTRECOREATC 
OR15

Low 
temperature; 
cold; 
drought; and 
ABA

Arabidopsis 
thaliana; 
Brassica napus

CCGAC Baker et al. 
(1994)

MEJARELELOX JA Lycopersicon 
esculentum

GATACANNAAT 
NTGATG

Beaudoin and 
Rothstein 
(1997)
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table 13.2 (continued) Cis-regulatory motif present in different stress-regulated 
plants promoter

ID
Hormone/
stress Origin species Sequence Reference

MYB2CONSEN 
SUSAT

MYB; 
Rd22bp1; 
ABA; leaf; 
seed and 
stress

Arabidopsis 
thaliana

YAACKG Abe et al. 
(2003)

MYBATRD22 Dehydration; 
water stress

Arabidopsis 
thaliana

CTAACCA Abe et al. 
(1997)

MYCATERD1 Water stress; 
Erd

Arabidopsis 
thaliana

CATGTG Simpson 
et al. (2003)

MYCATRD22 Dehydration; 
water stress

Arabidopsis 
thaliana

CACATG Abe et al. 
(1997)

MYCCONSENS 
USAT

ABA; cold Arabidopsis 
thaliana

CANNTG Abe et al. 
(2003)

SARECAMV SA; SARE; 
and As-1

CaMV; 
Cauliflower 
mosaic virus

CTGACGTAAG 
GGATGACGCAC

Qin et al. 
(1994)

T/GBOXATPIN2 Wounding Lycopersicon 
esculentum; 
Arabidopsis 
thaliana

AACGTG Boter et al. 
(2004)

TATCCAOSAMY GA; sugar 
starvation

Oryza sativa TATCCA Lu et al. 
(2002)

TCA1MOTIF SA; stress 
and TCA-1

Hordeum vulgare; 
Nicotiana 
tabacum

TCATCTTCTT Goldsbrough 
et al. (1993)

TGA1ANTPR1A SA; 
xenobiotic 
stress

Nicotiana 
tabacum

CGTCATCGAGAT 
GACG

Strompen 
et al. (1998)

WARBNEXTA Wounding Brassica napus GTACGTGTTATA 
AAACGTGT

Elliott and 
Shirsat 
(1998)

WBOXATNPR1 Disease 
resistance; 
SA and 
WRKY

Arabidopsis 
thaliana

TTGAC Yu et al. 
(2001)

WBOXNTCHN48 W box; 
WRKY and 
elicitor

Nicotiana 
tabacum

CTGACY Yamamoto 
et al. (2004)

WBOXNTERF3 W box; ERF3 
and 
wounding

Nicotiana 
tabacum

TGACY Nishiuchi 
et al. (2004)

continued
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essential to regulate the transcription of growth- and stress-
related genes. Understanding how transcription factors and pre-
initiation complex bind to these elements is not only necessary 
but also the coordination between them in stress gene expres-
sion is an indispensable factor. General cofactors are frequently 
associated in gene stimulation to expedite the communication 
between gene-specific transcription factors and components 
of the general transcription machinery (Figure 13.3). These 
general cofactors include TAFs found in TFIID and mediator. 
Other than these general cofactors, TBP-containing and TBP-
non-containing complexes also influence the gene expression 
during development and stress condition (Baumann et al., 2010; 
Juven-Gershon and Kadonaga, 2010).

The TFIID multi-subunit protein complex is thought to be the 
main component of the pre-initiation complex responsible for 
promoter recognition and its binding is considered as being the 
key rate-limiting step in controlling the core promoter activ-
ity. The TFIID complex is composed of TBP and 15 TAFs 
(Albright and Tjian, 2000; Lago et al., 2004). TAFs reveal sig-
nificant structural and functional conservation between yeast 
mammals and plants (Lago et  al., 2004). Certain TAFs are 
involved in core promoter recognition. Thus, the same core 
promoter recognition factor can interact differently with dis-
tinct core promoters potentially providing a mechanism of 
how core promoter architecture can contribute to differential 
gene activity (Smale and Kadonaga, 2003). Whole-genome 
analysis of temperature-sensitive mutants of TAFs in budding 

tBp-associated 
factors

table 13.2 (continued) Cis-regulatory motif present in different stress-regulated 
plants promoter

ID
Hormone/
stress Origin species Sequence Reference

WINPSTPIIIK Wound; 
wounding

Solanum 
tuberosum 
(potato)

AAGCGTAAGT Palm et al. 
(1990)

WRECSAA01 Wound; 
AAO and 
wounding

Cucumis sativas AAWGTATCSA Palm et al. 
(1990)

WRKY71OS WRKY; GA; 
MYB; W 
box; TGAC 
and PR 
proteins

Oryza sativa; 
Petroselinum 
crispum 
(parsley)

TGAC Zhang et al. 
(2004)
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yeast has revealed that TAFs regulate about 70% of whole-
gene expression (Lee et al., 2000). Recently, plant TAFs are 
becoming the subject of intensive study (Lago et  al., 2004, 
2005; Bertrand et al., 2005; Furumoto et al., 2005; Benhamed 
et al., 2006; Gao et al., 2006; Tamada et al., 2007; Kubo et al., 
2011; Mougiou et  al., 2012), and their molecular and physi-
ological functions in response to stress, development and dif-
ferentiation are being progressively revealed. Modifications in 
the levels of Arabidopsis-specific TAFs are implicated in plant 
development affecting the organisation of shoot apical meri-
stems, leaf development, formation of floral organs and leaves, 
fertility, pollen tube growth and light responses (Gurley et al., 
2006). Mutations in TAF1a regulate light-responsive genes 
by controlling acetylation of histones H3 and H4 at the tar-
get promoters (Bertrand et al., 2005; Benhamed et al., 2006). 
Arabidopsis TAF6 plays an important role in the pollen tube 

Effect of climate change

Abiotic stress Biotic stress

Hormonal induction

Induction of transcription
factor/co-factor/
co-activator/repressor

Activation of genomics re-programming

MediatorSAGA

TFIID
TAF1

T
B
P

Stress adaptationStress-inducible gene

POL-II

Cis-regulatory elements
TATA INR

FIGURe 13.3 (See colour insert.) A model describing the coordination of different 
types of transcriptional regulatory complex in plant gene expression in the con-
text of climate change. Various transcription factor/co-factor/co-activator/repres-
sor was induced during stress condition and controls the stress-responsive gene 
expression. Cis-regulatory elements are also involved in stress-responsive tran-
scription shown in different shapes at the proximal promoter.



304 CLIMATE CHANGE EFFECT ON CROP PRODUCTIVITY

function (Lago et  al., 2005). Arabidopsis TAF10 mutants, 
with reduced expression, are more sensitive to salt stress, 
whereas overexpression of TAF10 increased seed germina-
tion rate upon osmotic stress (Gao et al., 2006), suggesting that 
TAF10 is involved in osmotic stress responses. A mutation in 
Arabidopsis TAF12B results in failure to induce a subset of 
ethylene-regulated genes in etiolated seedlings (Robles et al., 
2007). Arabidopsis TAF12B protein also regulates a set of 
genes involved in late signalling processes governing a range 
of cytokinin responses, including cell proliferation and differ-
entiation (Kubo et al., 2011).

Another way by which activators and co-activators may recruit 
RNA Pol II to a promoter is by interacting with a multi-protein 
complex, the mediator (Blazek et al., 2005; Kidd et al., 2011; 
Mathur et  al., 2011). The mediator was first discovered in 
yeast after the finding that purified activators and components 
of the general transcription machinery were not sufficient for 
regulated in vitro transcription. The activator-dependent tran-
scription also required the addition of crude yeast extracts, 
and the unknown component mediating the missing function 
was named the mediator (Kelleher et al., 1990; Flanagan et al., 
1991). This complex is required for regulated transcription of 
nearly all RNA Pol II-dependent genes in Saccharomyces 
cerevisiae and functions as a bridge between regulatory pro-
teins and the basal RNA Pol II transcription machinery, as 
a regulator of the phosphorylation status of the C-terminal 
domain (CTD) and possibly as a modulator of the chromatin 
structure. The mediator complex in plants was found to com-
prise 27 subunits, 21 of which were conserved between plants 
and other eukaryotes (Backstrom et al., 2007). In Arabidopsis, 
mediator subunits have essential roles, including plant growth 
and development. For example, STRUWWELPETER (SWP)/
MED14 controls the cell number during primordia initiation 
and also regulates the duration of cell proliferation in aerial 
organs (Autran et al., 2002). The mediator subunits MED12–
MED13 have been shown to regulate developmental timing 
during embryo patterning (Gillmor et al., 2010). Phytochrome 
and flowering time1 (PFT1)/MED25 is known to play a key 
role in light signalling and flowering time (Inigo et al., 2012; 
Klose et  al., 2012). MED25 also plays the essential role in 
JA-mediated pathogen defence (Kidd et  al., 2009), drought 
and salt stress (Elfving et al., 2011) and JA and ABA signal-
ling (Chen et al., 2012).

the mediator
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A number of distinct multi-protein complexes containing TBP-
associated factors, but lacking TBP, were found in cells from 
different organisms. The complexes such as TBP-free TAF-
containing complex (TFTC), TFTC-related PCAF/GCN5 com-
plexes, Spt-Ada-Gcn5 acetyltransferase (SAGA), SAGA-like 
complex (SLIK), Spt3-TAF9-GCN5L acetylase (STAGA) and 
polycomb complex 1 (PRC1) possess multiple and essential 
functions in the general transcription regulation of RNA POL II 
genes (Thomas and Chiang, 2006; Baumann et al., 2010). These 
complexes are implicated in gene activation mainly due to their 
histone acetyltransferase (HAT) activity and co-activator func-
tion of TAFs, whereas PRC1 is implicated in gene silencing 
(Garrick et al., 2008). Although much information about these 
complex components in yeast, human and metazoan species is 
available, there is little information in the case of plants. Yeast 
and human SAGA complexes are encompassed by 20 sub-
units with a total mass of approximately 1.8 MDa (Rodriguez-
Navarro, 2009). SAGA complex is involved in 10% RNA Pol 
II-dependent transcriptional regulation of yeast genes (Bhaumik, 
2011). Components of the SAGA complex are also studied in the 
plant in light, abiotic and biotic stress conditions. SAGA com-
plex regulating gene expression responds to environmental stress 
conditions (Baker and Grant, 2007). Many reports suggest that 
SAGA complex is directly or indirectly involved in many devel-
opments and stress-induced signalling pathways, for instance, 
UV induced (Pankotai et al., 2005), high osmotic stress induced 
(Zapater et al., 2007) and arsenite stress condition (Nagy et al., 
2009). Huisinga and Pugh (2004) also reported that the SAGA 
complex of S. cerevisiae is involved in the up-regulation of genes 
in response to environmental stresses including carbon starva-
tion (Huisinga and Pugh, 2004). Arabidopsisada2b-1 mutants 
display more hypersensitivity to salt stress (Hark et al., 2009; 
Kaldis et al., 2011) and ABA stress than wild-type plants (Hark 
et al., 2009). Although sgf29a mutant shows salt tolerance, the 
gene expression level of some stress-related genes was reduced 
in sgf29a mutant such as RD29b (responsive to desiccation 29b), 
RAB18 (responsive to aba 18) and COR78 (cold-regulated 78) 
(Kaldis et al., 2011). Arabidopsis GCN5 and ADA2b proteins 
show a role in cold acclimation and mutations in these proteins 
display the reduction of cold-inducible COR gene expression 
(Stockinger et al., 2001; Vlachonasios et al., 2003; Mao et al., 
2006; Hark et al., 2009). Thus, the characteristics of the SAGA 
complex in regulating stress genes are conserved in the plant 
like yeasts or humans (Huisinga and Pugh, 2004).

tBp-containing 
and tBp-free-
containing 
complexes 
implicated in 
transcription
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13.5 Future directions and conclusions

The variations in gene expression are likely to play a criti-
cal role in both acclimation and adaptation to a changing 
environment; thus, they influence plant growth and develop-
ment. Understanding how climate changes will impact plant 
gene expression and its downstream pathway is of paramount 
importance for crop productivity and yield. Furthermore, gene 
expression helps us to understand a few aspects of hormone-
regulated downstream events, for instance, transcriptional 
reprogramming and regulation of the signalling molecule. 
Molecular and genomic analyses have facilitated gene expres-
sion and enabled plant genetic engineering using several func-
tional or regulatory transcription factors or other regulatory 
genes to activate specific or broad pathways related to stress 
tolerance in plants. Recent years have marked a period of sig-
nificant progress in defining both cis-acting elements within 
the regulatory regions of genes. The use of different stress-
inducible promoters appeared to improve the plant tolerance 
by minimising disturbance to development during environ-
mental stress. Significant cross talk and inter-connections 
are involved between these above factors in stress signalling. 
Nevertheless, systematic methodologies with molecular and 
genomic investigates will facilitate the resolution of such com-
plex networks and lead to the finding of other stress factors 
or mechanisms during the changing environmental scenario. 
Recent developments have identified several signalling path-
way factors related to the stress gene expression response in 
plants. But, our understanding of the whole-plant climate 
change gene expression and stress response mechanism is 
inadequate. Therefore, the challenge to understand the inter-
action between gene expression and stress response during 
the changing environmental condition and simultaneously the 
increase in crop productivity is very essential. So, recognising 
the chain of molecular events from the changing environmen-
tal condition insight by numerous signalling molecules to their 
physiological function is essential for defining the molecular 
network of stress-signalling pathway better. Identification of 
various stress-regulated synthetic and modified promoters as 
well as cis-regulatory elements is also necessary in the context 
of climate change. To further develop method to gain a better 
understanding of different signalling components, their func-
tions and how these signals communicate with stress- regulated 
promoters, imminent experimental studies and assessment 
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must be conducted. Once the mechanism of gene expression is 
understood better in the context of climate change, new pros-
pects for agricultural biotechnology may become evident for 
developing stress-tolerant plants.
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Abstract

Plant stress usually reflects some sudden change in envi-
ronmental condition. However, in stress-tolerant plant 
species, exposure to a particular stress leads to accli-
mation to that specific stress in a time-dependent man-
ner. Plant stress and plant acclimation are intimately 
linked with each other. The stress-induced modulation of 
homeostasis can be considered as the signal for the plant 
to initiated processes required for the establishment of 
a new homeostasis associated with the acclimated state. 
Plants exhibit stress resistance or stress tolerance because 
of their genetic capacity to adjust or to acclimate to the 
stress and establish a new homeostatic state over time. 
Furthermore, the acclimation process in stress-resistant 
species is usually reversible upon removal of the external 
stress. Stress induces many biochemical, molecular and 
physiological changes and responses that influence vari-
ous cellular and whole-plant processes that affect crop 
yield and quality.

14.1 Introduction

The establishment of homeostasis associated with the new 
acclimated state is not the result of a single physiological 
process but rather the result of many physiological processes 
that the plant integrates over time, that is, integrates over the 
acclimation period (Figure 14.1). Plants usually integrate 
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these physiological processes over a short-term as well as a 
long-term basis. Short-term acclimations involve responses 
occurring within minutes of environmental change and typi-
cally involve pre-existing components within a biochemical 
pathway; these responses are easily reversible, for example, 
increases in enzyme activity (i.e. Calvin cycle) in response to 
increases in temperature. Long-term acclimation, on the other 
hand, may begin within minutes, but is pronounced within days 
or weeks following an environmental change. These responses 
typically involve altered patterns of gene expression, realloca-
tion of resources between the component processes of photo-
synthesis, and morphological change. The responses are not 
immediately reversible and often lead to the development of 
a visually different phenotype. Long-term responses represent 
acclimation if they improve performance in the altered environ-
ment. Acclimation usually involves the differential expression 
of specific sets of genes associated with exposure to a particular 
stress. The remarkable capacity to regulate gene expression in 
response to environmental change in a time-nested manner is 
the basis of plant plasticity. A good example is plants growing 
in shade develop larger leaves and an enhanced photosynthetic 
apparatus for improved light capture.

The short-term processes involved in acclimation can be ini-
tiated within seconds or minutes but long-term processes are 
less transient and, thus, usually exhibit a longer lifetime.
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FIGURe 14.1  Schematic relationship between stress and 
acclimation. (Adapted from Hopkins, W. G., Hüner, N. P. A. 
2009. Introduction to Plant Physiology, 4th ed., John Wiley 
Sons, Inc., Hoboken, USA.)
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14.2 types of plant stress

Agriculture and climate changes are interrelated processes. 
One may result in the other. Climate change induces many bio-
chemical, molecular and physiological changes and responses 
that influence various cellular and whole-plant processes that 
affect crop yield and quality. Abiotic stresses, such as drought, 
salinity, extreme temperatures, chemical toxicity and oxidative 
stress, are serious threats to agriculture and the natural status of 
the environment. Abiotic stress is the primary cause of crop loss 
worldwide, reducing average yields for most major crop plants 
by more than 50% (Bray et al. 2000). Drought, salinity, extreme 
temperatures and oxidative stress are often interconnected, and 
may induce similar cellular damage. For example, drought and/
or salinisation are manifested primarily as osmotic stress, result-
ing in the disruption of homeostasis and ion distribution in the 
cell (Zhu 2001). Oxidative stress, which frequently accompanies 
high temperature, salinity or drought stress, may cause denatur-
ation of functional and structural proteins (Smirnoff 1998).

The complex plant response to abiotic stress, which involves 
many genes and biochemical–molecular mechanisms, is sche-
matically represented in Figure 14.2. The ongoing elucidation 
of the molecular control mechanisms of abiotic stress tolerance, 
which may result in the use of molecular tools for engineer-
ing more tolerant plants, is based on the expression of specific 
stress-related genes. These can be divided into three sets of cat-
egories as follows:

First categories: These categories are involved in signalling 
cascades and in transcriptional control, such as MyC, MAP 
kinase and SOS kinase (Zhu 2001), phospholipases (Frank 
et al. 2000) and transcriptional factors such as HSF, and the 
CBF/DREB and ABF/ABAE families (Choi et al. 2000).

Secondary categories: These categories are directly involved 
in the protection of membranes and proteins, such as 
heat-shock proteins (HSPs) and chaperones, and late 
embryogenesis abundant (LEA) proteins (Thomashow 
1999; Bray et al. 2000).

Third categories: These categories are involved in water 
and ion uptake and transport such as aquaporins and ion 
transporters (Blumwald 2000).

To maintain growth and productivity, plants must adapt to 
stress conditions and exercise-specific tolerance mechanisms. 
Plant modification for enhanced tolerance is mostly based on 
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the manipulation of genes that protect and maintain the function 
and structure of cellular components, the transfer of one or sev-
eral genes involved in either signalling and regulatory pathways, 
or encode enzymes present in pathways leading to the synthesis 
of functional and structural protectants, such as osmolytes and 
antioxidants, or encode stress-tolerance-conferring proteins.

Plant stress can be divided into two primary categories. 
Abiotic stress is a physical (e.g. light, temperature) or chemical 
insult that the environment may impose on a plant. Biotic stress 
is a biological insult (e.g. insects, disease) to which a plant may 
be exposed during its lifetime (Figure 14.3). Some plants may 
be injured by a stress, which means that they exhibit one or 
more metabolic dysfunctions. If the stress is moderate and short 
term, the injury may be temporary and the plant may recover 
when the stress is removed. If the stress is severe enough, it may 
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FIGURe 14.2 (See colour insert.) A schematic representation 
of plant response to abiotic stress.
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prevent flowering, seed formation and induce senescence that 
leads to plant death. Such plants are considered to be suscep-
tible. Some plants escape the stress altogether, such as ephem-
eral, or short-lived, desert plants.

Ephemeral plants germinate, grow and flower very quickly 
following seasonal rains. Thus, they complete their life cycle 
during a period of adequate moisture and form dormant seeds 
before the onset of the dry season. In a similar manner, many 
arctic annuals rapidly complete their life cycle during the short 
arctic summer and survive over winter in the form of seeds. 
Because ephemeral plants never really experience the stress 
of drought or low temperature, these plants survive the envi-
ronmental stress by stress avoidance. Avoidance mechanisms 
reduce the impact of a stress, even though the stress is present 
in the environment. Many plants have the capacity to tolerate 
a particular stress and, hence, are considered to be stress resis-
tant. Stress resistance requires that the organism exhibit the 
capacity to adjust or to acclimate to the stress.

The short-term processes involved in acclimation can be initi-
ated within seconds or minutes upon exposure to a stress, but 
may be transient in nature. That means that although these 
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FIGURe 14.3 The effect of environmental stress on plant survival. (Adapted from 
Hopkins, W. G., Hüner, N. P. A. 2009. Introduction to Plant Physiology, 4th ed., 
John Wiley Sons, Inc., Hoboken, USA.)
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processes can be detected very soon after the onset of a stress, 
their activities also disappear rather rapidly. As a consequence, 
the lifetime of these processes is rather short. An example of a 
short-term response is a change in light, water availability or 
temperature that are part of the acclimation process.

14.3  effect of temperature on plant and its 
environment

Mesophytic plants (terrestrial plants adapted to temperate environ-
ments that are neither excessively wet nor dry) have a  relatively 
narrow temperature range of about 10°C for optimal growth and 
development. Outside of this range, varying amounts of damage 
occur, depending on the magnitude and duration of the temper-
ature fluctuation. In this section, we will discuss three types of 
temperature stress: high temperatures, low temperatures above 
freezing and temperatures below freezing. Most actively growing 
tissues of higher plants are tillable to survive extended exposure to 
temperatures above 45°C or even short exposure to temperatures 
of 55°C or above. However, non-growing cells or dehydrated tis-
sues (e.g. seeds and pollen) remain viable at much higher temper-
atures. Pollen grains of some species can survive 70°C and some 
dry seeds can tolerate temperatures as high as 120°C.

Plants and related organisms may be broadly classified 
according to their ability to withstand temperature. Those 
that grow optimally at lower temperatures (between 0°C and 
10°C) are called psychrophiles. The psychrophiles include pri-
marily algae, fungi and bacteria. Higher plants generally fall 
into the category of mesophiles, whose optimum temperature 
lies roughly between 10°C and 30°C. Thermophiles will grow 
unhindered at temperatures between 30°C and 65°C (Oosterhuis 
2002; Zrobek-Sokolnik 2012), although there are reports of 
cyanobacteria growing at temperature as high as 85°C, these 
temperature ranges apply t hydrated, actively growing organ-
isms. Dehydrated organisms and organs, such as resurrection 
plants (Selaginella lepidophylla) and dry seeds with moisture 
contents as low as 5%, are able to withstand a much broader 
range of temperatures for extended periods of time.

Plant membranes consist of a lipid bilayer interspersed with 
proteins and sterols, and any abiotic factor that alters mem-
brane properties can disrupt cellular processes. The physical 
properties of the lipids greatly influence the activities of the 
integral membrane proteins, including H+-pumping ATPases, 
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effects on 
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carriers and channel-forming proteins that regulate the trans-
port of ions and other solutes. High temperatures cause an 
increase in the fluidity of membrane lipids and a decrease in 
the strength of hydrogen bonds and electrostatic interactions 
between polar groups of proteins within the aqueous phase 
of the membrane. High temperatures thus modify membrane 
composition and structure, and can cause leakage of ions. High 
temperatures can also lead to a loss of the three-dimensional 
structure required for correct function of enzymes or structural 
cellular components, thereby leading to loss of proper enzyme 
structure and activity.

Photosynthesis and respiration are both inhibited by tempera-
ture stress. Typically, photosynthetic rates are inhibited by high 
temperatures to a greater extent than respiratory rates. Although 
chloroplast enzymes such as rubisco, rubiscoactivase, NADP-
G3P dehydrogenase and PEP carboxylase become unstable at 
high temperatures, the temperatures at which these enzymes 
began to denature and lose activity are distinctly higher than 
the temperatures at which photosynthetic rates begin to decline. 
This would indicate that the early stages of heat injury to pho-
tosynthesis are more directly related to changes in membrane 
properties and to uncoupling of the energy transfer mecha-
nisms in chloroplasts.

This imbalance between photosynthesis and respiration is 
one of the main reasons for the deleterious effects of high tem-
peratures. On an individual plant, leaves growing in the shade 
have a lower-temperature compensation point than leaves that 
are exposed to the sun (and heat). Reduced photosynthate pro-
duction may also result from stress-induced stomatal closure, 
reduction in leaf canopy area and regulation of assimilate 
partitioning.

High-temperature acclimation involves a considerable reorgan-
isation of the thylakoid membrane, including adaptive changes 
of lipid composition. They contribute to the optimum physi-
cal state of the membrane (microviscosity, permeability, etc.). 
During heat acclimation, the threshold temperature at which 
fluidity still maintains the native membrane structure and 
function, rises (Raison et  al. 1982). The more saturated lipid 
species decrease, noticeably the thylakoid membrane mobil-
ity at elevated temperatures, thus keeps a well-arranged lateral 
movement of electrons carried between the photosystems. The 
achieved thermotolerance of the majority of thermosensible 
light reactions is probably the result of both the lipid-induced 
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thermostable conformations of the membrane-connected thyla-
koid protein subunits and the adjustment of membrane lipid flu-
idity. In vivo interaction of xanthophyll-cycle pigments with the 
membrane lipid matrix is supported by a series of experimental 
facts (reviewed by Sarry et al. 1994). It has been reported that 
zeaxanthin synthesis modulates the fluidity (Gruszecki and 
Strzalka 1991) and the lipid peroxidation status (Sarry et  al. 
1994) of thylakoid membranes.

High temperature negatively affects both metabolic (Mahan 
and Mauget 2005) and reproductive (Snider et al. 2010) efficien-
cies. Heat stress effects are notable at various levels, including 
plasma membrane and biochemical pathways operative in the 
cytosol or cytoplasmic organelles (Sung et  al. 2003). Initial 
effects of heat stress, however, are on plasma lemma, which 
shows more fluidity of lipid bilayer under heat stress. This leads 
to the induction of Ca2+ influx and cytoskeletal reorganisa-
tion, resulting in the upregulation of mitogen-activated protein 
kinases and calcium-dependent protein kinase. Signalling of 
these cascades at the nuclear level leads to the production of 
antioxidants and compatible osmolytes for cell water balance 
and osmotic adjustment. Production of ROS in the organelles 
(e.g. chloroplast and mitochondria) is of great significance for 
signalling as well as production of antioxidants. The antioxi-
dant defence mechanism is a part of heat-stress adaptation, and 
its strength is correlated with acquisition of thermotolerance 
(Figure 14.4). Accordingly, in a set of wheat genotypes the 
capacity to acquire thermotolerance was correlated with activi-
ties of catalase (CAT) and SOD (Superoxide dis mutase), higher 
ascorbic acid content and less oxidative damage. One of the most 
closely studied mechanisms of thermotolerance is the induction 
of HSPs. Each major HSP family has a unique mechanism of 
action with chaperonic activity. The protective effects of HSPs 
can be attributed to the network of the chaperone machinery, 
in which many chaperones act in concert. An increasing num-
ber of studies suggest that the HSPs/chaperones interact with 
other stress-response mechanisms. The HSPs/chaperones can 
play a role in stress signal transduction and gene activation as 
well as in regulating cellular redox state. They also interact 
with other stress-response mechanisms such as production of 
osmolytes and antioxidants. HSPs are generally classified into 
five evolutionarily conserved groups: HSP100, HSP90, HSP70, 
HSP60 and small HSPs. Most, but not all, HSPs are molecu-
lar chaperones, which bind and stabilise proteins at intermedi-
ate stages of folding, assembly, degradation and translocation 
across membranes. Membrane lipid saturation is considered 
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as an important element in high thermotolerance. In a mutant 
wheat line with increased heat resistance, heat treatment 
increased relative quantities of linolenic acid (among galacto-
lipids) and trans-3-hexaldecanoic acid (among phospholipids), 
when compared with the wild type. Currently, it is unknown 
whether a higher or a lower degree of membrane lipid satu-
ration is beneficial for high-temperature tolerance. The contri-
bution of lipid and protein components to membrane function 
under heat stress needs further investigation. Localisation of 
low molecular weight (LMW)-HSPs with chloroplastic mem-
branes upon heat stress suggests that they play a role in protect-
ing photosynthetic electron transport. An important component 
of thermotolerance is changes in gene expression. Heat stress is 
known to swiftly alter patterns of gene expression (Yang et al. 
2006), inducing expression of the HSP complements and inhib-
iting expression of many other genes.

The study of cold-tolerant, herbaceous plants such as wheat, 
barley, spinach and the model plant species has enhanced our 
understanding of the metabolic and molecular events before, 
during and after acclimation. This has assisted greatly in the 
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search for metabolic and genetic factors involved in cold toler-
ance. One of the immediate responses of cold-tolerant plants to 
low temperature is an increase in the proportion of unsaturated 
fatty acid bound to lipids associated with the plasma membrane, 
mitochondrial membranes as well as thylakoid membranes. 
Various biophysical measurements indicate that this ensures 
the membrane can remain in a more fluid and less gel-like state 
at lower temperature which enhances membrane stability and 
function at these low temperatures. A change in the membrane 
from the fluid state to a more solid state is marked by an abrupt 
change in the membrane activity. The temperature at which this 
transition occurs is known as the transition temperature. This 
means that at temperatures above the transition temperature, 
the membrane remains fluid but becomes more solid or gel like 
at temperatures below the transition temperature. This allows 
higher activity of membrane process at lower temperature.

Cold acclimation of herbaceous plants induces change in gene 
expression. During acclimation, there are changes in m-RNA 
transcription and increases in protein synthesised. A major class 
of cold-induced genes encode homologs of late embryogenesis 
active proteins that are synthesised late in embryogenesis and 
during dehydration stress. These polypeptides fall into a number 
of families based on amino acid sequence similarities. However, 
these proteins encoded by cold-regulated genes share common 
physical properties.

The promoter regions contain cold-regulated genes that are 
activated in response to low temperature and dehydration stress. 
Analyses of these promoter regions identify a DNA regulatory 
element called dehydration responsive element (DRE). The 
DRE has a conserved core C-repeat sequence of CCGAC that 
imparts responsiveness to low temperature and dehydration. 
Specific proteins that bind to the DRE are called C-repeat bind-
ing factors (CBFs). Thus, CBFs are transcriptional activators 
that are involved in regulating the expression of cold-regulated 
genes. It is concluded that cold acclimation is regulated by a 
family of CBF transcriptional factors.

Enzymes and enzyme reactions are sensitive to temperature. 
Enzyme reactions typically are considered to have a Q10 of 
about 2, which means that the rate of the reaction doubles for 
each 10°C rise in temperature. The rate of reaction increases 
with temperature until an optimum is reached, beyond which 
the rate usually declines sharply; the decline in enzyme activ-
ity is normally caused by thermal denaturation as a result of 
protein unfolding. It is usually assumed that Q10 is independent 
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of the temperature range over which it is measured. However, 
this is not true for plant respiration. In fact, the Q10 increases 
linearly upon short-term increases in temperatures from 40°C 
to 0°C. This dynamic temperature response of Q10 measures 
the  temperature-dependent change in the respiration rate; an 
increase in ambient temperature will cause a greater change in 
rates of respiration in plants native to cold, Arctic climates than 
in plants native to hotter climates. Furthermore, other abiotic 
factors such as irradiance and water deficit can also influence 
the Q10 for plant respiration. Short temperature exposures to low 
temperatures reduces the flux of carbon through glycolysis and 
the TCA cycle because low temperatures will reduce the activity 
of the various enzymes involved in these pathways. In addition, 
low temperatures will decrease the fluidity of the inner mem-
brane, which decreases the rate of respiratory electron transport. 
As a consequence, short-term exposure to low temperatures will 
reduce the rates of CO2 evolution and O2 consumption. However, 
at moderate to high temperatures, it is not enzyme activity that 
limits the rate of reaction but rather the availability of substrates 
such as ADP and ATP, at high temperature, mitochondrial 
membranes may become leaky to protons and, therefore, reduce 
the capacity to synthesise ATP by chemiosmosis.

14.4  plants adjust osmotically in water stress 
condition

Osmotic adjustment is the capacity of plant cells to accumulate 
solutes and use them to lower Ψw (these sign means water poten-
tial) during periods of osmotic stress. The adjustment involves 
a net increase in solute content per cell that is independent of 
the volume changes that result from loss of water. The decrease 
in ΨS (=osmotic potential) is typically limited to about 0.2–
0.8 MPa, except in plants adapted to extremely dry conditions.

Water stress in many plants is a decrease in osmotic poten-
tial resulting from an accumulation of solute. This process is 
known as osmotic adjustment. While some increase in sol-
ute concentration is expected as a result of dehydration and 
decreasing cell volume, osmotic adjustment refers specifically 
to a net increase in solute concentration due to metabolic pro-
cesses triggered by stress. An osmotic adjustment generates a 
more negative leaf water potential, thereby helping to maintain 
water movement into the leaf and, consequently, leaf turgor. 
Osmotic adjustment may also play an important role in par-
tially recoveries by helping to maintain leaf turgor. Osmotic 
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adjustments also enable plants to keep their stomata open and 
continue taking up CO2 for photosynthesis under conditions of 
moderate water stress. One amino acid that appears to be par-
ticularly sensitive to stress is proline. A large number of plants 
synthesise proline from glutamine in the leaves. The role of 
proline is demonstrated by experiments with tomato cells in 
culture. Cells subjected to water stress by exposure to hyper-
osmotic concentration of GEG responded with an initial loss of 
turgor and rapid accumulation of proline.

14.5  State transition mechanism for energy 
distribution

State transition is one of the best mechanisms for short-term 
regulation of energy distribution and is based on reversible 
phosphorylation of light-harvesting complex II (LHCII) pro-
tein. The phosphorylation of protein is a ubiquitous mechanism 
for regulating many aspects of gene regulation and response 
to environmental stimuli in all eukaryote organisms. The 
phosphorylation of proteins is catalysed by a class of enzymes 
known as protein kinases. Chloroplasts contain a thylakoid 
membrane-bound protein kinase capable of phosphorylating 
LHCH. The activity of this kinase is sensitive to the redox state 
of the thylakoid membrane and is activated when excess energy 
drives PSII, resulting in a build-up of reduced plastoquinone. 
Plants that are exposed to conditions that result in the preferen-
tial excitation of PSII are considered to be in state second.

The resulting phosphorylation of LHCII increases the nega-
tive charge of the protein, causing LHCII to dissociate from 
PSII. The same negative charge also loosens the appression of 
the thylakoid membranes in the grana stacks, freeing a certain 
portion of LHCII to migrate into the PSI-rich stroma thyla-
koids. This shifts the balance of energy away from the PSII 
complexes, which remain behind in the appressed region, in 
favour of PSI. The preferential excitation of PSI is referred to 
as state I. Recently, it has been shown that the PSI-H subunit 
of Arabidopsis thaliana is required for reversible transitions 
between state I and state II.

14.6 Long-term acclimation

Long-term processes are less transient and thus usually exhibit 
a longer lifetime. However, the lifetimes of these processes 
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overlap in time such that the short-term processes usually 
constitute the initial responses to a stress while the long-term 
processes are usually detected later in the acclimation process. 
Long-term response to changes in light, water availability and 
temperature that are part of the acclimation process results in 
phenotypic alteration.

The process whereby adjustments are made to the structure and 
function of the photosynthetic apparatus in response to changes 
in growth irradiance is called photoacclimation. One conse-
quence of photoacclimation is a change in pigment composition 
which results in an altered visible phenotype. It is important to 
know that photoacclimation requires growth and development. 
For example, photoautotroph grown under high light typically 
exhibit a decrease in total chlorophyll per leaf area compared 
with the same plants grown at low irradiance. Thus, the leaves 
of high-light plants are usually a pale green or yellow green 
compared with a dark green phenotype of the same species 
grown at low light. Functionally, high-light plants exhibits a 
photosynthetic light response curve for CO2 assimilation that 
is distinct from plants grown under low light, when measured 
as net photosynthesis. Typically, plants grown under high light 
have a higher photosynthetic capacity, that is, a higher light-sat-
urated rate of photosynthesis than low-light plants. In contrast, 
high-light plants may have a lower initial slope, compared with 
the same plants grown at low light.

Many green algae may exhibit an even more dramatic change in 
phenotype in response to growth at either high or low light than 
terrestrial plants. Experiments utilising single-cell green algal 
species such as Dunaliella tertiolecta and Chlorella vulgaris 
indicate that the light-dependent change in the content of LHCII 
(light-harvesting complex II) is modulated in response to the 
redox state of the plastoquinone pool. Photosynthetic electron 
transport can be inhibited specifically at the Cyt b6lf complex 
with a compound called DBMIB (2,5-dibromo-6-isopropyl-3-
methyl-1,4-benzyquinone). In the presence of this compound, 
there is a net accumulation of PQH2 because, although PSII 
is able to convert PQ to PQH2, PSI cannot oxidise this pool 
because of the chemical block at the condition, the PQ pool 
remains largely reduced and transcription of the nuclear Lbcb 
genes coding for the major LHCII polypeptides is repressed. 
This results in an inhibition of the biosynthesis of LHCII poly-
peptides, which decreases the LHCII polypeptide content. 
As a consequence, this results in yellow phenotype typical of 
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high-light grown algal cells. Alternatively, photosynthetic elec-
tron transport can also be inhibited specifically at PSII in the 
presence of DCMU (3-(3,4-diclorophenyl)-1,1-dimethylurea. 
Under these conditions, PSII is unable to reduce PQ to PQH2 
pool oxidised by PSI. This produces a green phenotype which 
mimics low-light grown cells.

The maintenance of cellular energy balance is called photo-
stasis, which is dependent chloroplast–mitochondrial interac-
tions. For example, the mitochondrial Moel protein is thought 
to regulate the transcription of mitochondrial genes involved 
in the maintenance of the mitochondrial respiratory electron 
transport, however, under high light, the moc1 mutant, which 
lacks this mitochondrial protein, is unable to up-regulate rates 
of respiration to match the production of fixed carbon by pho-
tosynthesis. The block in mitochondrial electron transport 
slows the rate of respiratory carbon metabolism which, in 
turn, causes a feedback inhibition in the rate of photosynthetic 
electron transport. This also results in the reduction of the PQ 
pool in the chloroplast. This is an excellent example of the link 
between chloroplast and mitochondrial metabolism and its 
importance in the regulation of the gene expression.

One of the long-term effects of water deficit is a reduction in 
vegetative growth. Shoot growth, and especially the growth of 
leaves, is generally more sensitive than root growth. In a study 
in which water was withheld from maize plants, for example, 
there was a significant reduction of leaf expansion when tis-
sue water potentials reached −0.45 MPa and growth was com-
pletely inhibited at −1.00 MPa. At the same time, normal root 
growth was maintained until the water potential of the root 
tissues reached −0.85 MPa and was not completely inhibited 
until the water potential dropped to −1.4 MPa. Reduced leaf 
expansion is beneficial to a plant under conditions of water 
stress because it leads to a smaller leaf area and reduced 
transpiration.

Roots are generally less sensitive than shoots to water stress. 
Apparently, osmotic adjustment in roots is sufficient to maintain 
water uptake and growth down to much lower water potentials 
than is possible in leaves. Relative root growth may actually be 
enhanced by low water potential, such that the shoot–root ratio 
will change in favour of the proportion of roots. An increase 
in the root–shoot ratio as the water supply becomes depleted 
is clearly advantageous, as it improves the capacity of the root 
system to extract more water by exploring larger volumes of 
soil. A changing root–shoot ratio is accompanied by a change 
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in source–sink relationships resulting in a larger proportion of 
photosynthates partitioned to the roots.

Along with proteins, lipids are the most abundant compo-
nent of membranes and they play a role in the resistance of 
plant cells to environmental stresses (Kuiper 1980; Suss and 
Yordanov 1986). Strong water deficit leads to a disturbance of 
the association between membrane lipids and proteins as well 
as to a decrease in the enzyme activity and transport capac-
ity of the bilayer (Caldwell and Whitman 1987). Poulson et al. 
(2002) established that for Arabidopsis, polyunsaturated tri-
enoic fatty acids may be an important determinant of responses 
of photosynthesis and stomatal conductance to environmental 
stresses such as vapour pressure deficit. When Vigna unguicu-
lata plants were submitted to drought the enzymatic degrada-
tion of galacto- and phospholipids increased. The stimulation 
of lipolytic activities was greater in the drought-sensitive than 
in drought-tolerant cultivars (cvs) (Sahsah et al. 1998).

Drought stress provoked considerable changes in lipid 
metabolism in rape (Brassica napus) plants (Benhassaine-Kesri 
et al. 2002). The decline in leaf polar lipid was mainly due to 
a decrease in MGDG (monogalactosyldiacylglycerol) content. 
Determination of molecular species in phosphatidylcholine 
and MGDG indicated that the prokaryotic molecular species of 
MGDG (C18/C16) decreased after DS while eukaryotic molec-
ular species (C18/C18) remain stable. It was suggested that the 
prokaryotic pathway leading to MGDG synthesis was strongly 
affected by DS while the eukaryotic pathway was not. Strong 
WD results in a profound overall drop in MGDG, the major leaf 
glycolipid. In drought-sensitive seedlings of Lotus corniculatus 
the ratio of MGDG/DGDG declined threefold, while the rela-
tive part of MGDG was 12-fold lower.

Many plant systems can survive dehydration, but to a different 
extent. According to Hoekstra et al. (2001) on the basis of the 
critical water level, two types of tolerance are distinguished: 
drought tolerance can be considered as the tolerance of moder-
ate dehydration, down to moisture content, below which there 
is no bulk cytoplasmic water present—about 0.3 g H2O g−1 DW. 
Desiccation tolerance refers to the tolerance of further dehy-
dration, when the hydration shell of the molecules is gradually 
lost. Desiccation tolerance also includes the ability of cells to 
rehydrate successfully.

Major alterations in patterns of gene expression are known to 
occur at the early stages of stresses. Some of these changes are 
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thought to provide a long-term protection against stress dam-
age. According to Bohnert and Shen (1999), a nearly universal 
reaction under stress conditions, including WD, is the accumu-
lation of ‘compatible solutes’, many of which are osmolytes (i.e. 
metabolites whose high cellular concentration increases the 
osmotic potential significantly) considered to lead to osmotic 
adjustment. These observations indicate that ‘compatible sol-
utes’ may have other functions as well, namely in the protection 
of enzyme and membrane structure and in scavenging of radi-
cal oxygen species.

Desiccation induces a zeaxanthin + anteraxanthin-mediated 
photo-protective mechanism in desiccation-intolerant Frullania 
dilatata (Deltoro et al. 1998). They propose that when CO2 fixa-
tion and, therefore, ATP consumption are decreased at low rela-
tive water content (RWC), the functioning electron flow gives 
rise to an acidification of the thylakoid lumen that induces 
zeaxanthin and anteratxanthin synthesis. It has been proposed 
that the photo-protective process results in the diversion of 
energy away from the reaction centre (Ruban and Horton 1995; 
Medrano et  al. 2002). There are, however, experimental data 
which do not support the statement that the xanthophyll cycle 
plays a major or specific role in the direct energy dissipation 
of absorbed light energy (Schindler and Lichtenthaler 1994). 
According to Tambussi et  al. (2002), the non-photochemical 
fluorescence quenching (qN), as well as the content of zeaxan-
thin and anteraxanthin after moderate water stress, increased 
significantly. However, at severe water stress a further rise in 
these xanthophylls was not associated with any increase in 
qN. In addition, the β-carotene content rose significantly dur-
ing severe WD, suggesting an increase in antioxidant defence. 
One tentative scheme of photosynthetic control under drought 
is proposed by Medrano et al. (2002, Figure 14.5).

The ability to tolerate freezing temperatures under natural 
conditions varies greatly among tissues. Seeds and other par-
tially dehydrated tissues, as well as fungal spores, can be kept 
indefinitely at temperatures near absolute zero (0 K or −273°C), 
indicating that these very low temperatures are not intrinsically 
harmful. Hydrated, vegetative cells can also retain viability at 
freezing temperatures, provided that ice crystal formation can 
be restricted to the intercellular spaces and cellular dehydration 
is not too extreme.

Temperate plants have the capacity for cold acclimation—a 
process whereby exposure to low but nonlethal temperatures (typ-
ically above freezing) increases the capacity for low-temperature 
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survival. Cold acclimation in nature is induced in the early 
autumn by exposure to short days and non-freezing, chilling 
temperatures, which combine to stop growth. A diffusible factor 
that promotes acclimation, most likely ABA, moves from leaves 
via the phloem to overwintering stems. ABA accumulates during 
cold acclimation and is necessary for this process.

Cold acclimation and the development of maximum freez-
ing tolerance in overwintering herbaceous plants such as winter 
wheat, winger rye, spinach and Arabidopsis thaliana require 
active growth and development at low temperature. As a result, 
leaves of these plant species developed at low temperatures 
are anatomically, morphologically, physiologically and bio-
chemically distinct from the same plants developed at warm 
temperatures. For example, these herbaceous species grown at 
low temperatures exhibit a short, compact growth habit, thicker 
leaves due to an increase in leaf mesophyll cell size and an 
increase in the number of palisade cell layers, an increase in 
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the number of palisade cell layers, and an increase in cell cyto-
plasm associated with a decrease in leaf water content.

During rapid freezing, the protoplast, including the vacuole, may 
super-cool, that is, the cellular water remains liquid because of 
its solute content even at temperatures several degrees below its 
theoretical freezing point. Super-cooling is common to many 
species of the hardwood forests. Cells can super-cool to only 
about −40°C, the temperature at which ice forms spontane-
ously. Spontaneous ice formation sets the low-temperature limit 
at which many alpine and sub-Arctic species that undergo deep 
super-cooling can survive. It may also explain why the altitude 
of the timberline in mountain ranges is at or near the −40°C 
minimum isotherm. Several specialised plant proteins, termed 
antifreeze proteins, limit the growth of ice crystals through a 
mechanism independent of lowering of the freezing point of 
water. Synthesis of these antifreeze proteins is induced by cold 
temperatures. The proteins bind to the surfaces of ice crystals 
to prevent or slow further crystal growth.

As temperatures drop, membranes may go through a phase 
transition from a flexible liquid-crystalline structure to a solid 
gel structure. The phase transition temperature varies with spe-
cies (tropical species: 10–12°C; apples: 3–10°C) and the actual 
lipid composition of the membranes. Chill-resistant plants tend 
to have membranes with more unsaturated fatty acids. Chill-
sensitive plants, on the other hand, have a high percentage of 
saturated fatty acid chains, and membranes with this composi-
tion tend to solidify into a semi-crystalline state at a temperature 
well above 0°C. Prolonged exposure to extreme temperatures 
may result in an altered composition of membrane lipids, a 
form of acclimation. Certain transmembrane enzymes can alter 
lipid saturation, by introducing one or more double bonds into 
fatty acids. This modification lowers the temperature at which 
the membrane lipids begin a gradual phase change from fluid 
to semi-crystalline form and allows membranes to remain fluid 
at lower temperatures, thus protecting the plant against damage 
from chilling.

Plant can tolerate freezing because of their ability to control the 
freezing event itself. As long as the freezing of water is confined 
to the apoplast, that is the cell wall and the extracellular space, 
the plant will survive. Alternatively, if freezing occurs intracel-
lularly, the plant will die. Cold acclimation in many plants is 
associated with the secretion of antifreeze proteins from the 
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cytoplasm into the apoplast. Antifreeze proteins (AFPs) have 
been reported in ferns, gymnosperms, as well as mono- and 
dicotyledonous angiosperms. AFPs inhibit ice crystal growth 
by binding to the surface of a growing ice crystal via hydro-
gen bonding between specific hydrophilic amino acids pres-
ent in the AFPs and water within the crystal lattice of ice. The 
presence of AFPs in cold-tolerant plants is not constitutive but 
requires exposure to low temperature and they accumulate in 
virtually all plant tissue, including seeds, stems, leaves, flowers 
and roots.

The CBFs are the most extensively studied among the stress-
related transcription factors because of their critical role in the 
regulation of low-temperature stress response in Arabidopsis 
and other plant species (reviewed by Thomashow et al. 2001). 
CBF transcriptional activators, namely Cbf1, Cbf2 and Cbf3 
(DREB1a, DREB1b, DREB1c), bind to CRT/DRE elements 
found in the regulatory regions of many cold inducible genes 
and induce their transcription activating the plant response to 
low temperature. The Arabidopsis Cbf genes are organised in 
a tandem arrangement localised on chromosome 4 and their 
amino acid sequences share a common AP2/EREBPDNA-
binding domain (Medina et  al. 1999). The expression of the 
Cbf-like transcripts is transiently up-regulated by cold after 
15 min of low-temperature exposure (Medina et  al. 1999). A 
sudden cold stress, transferring the plants directly from 20°C 
to 4°C, leads to a fast accumulation of Cbf transcripts with a 
maximum after 3 h of stress. Then a drop of the mRNA steady-
state level can be detected, and after 9–21 h of cold stress only 
a very low amount of Cbf mRNAs can be found. The same 
expression profile can be recorded after a gradual temperature 
decrease, suggesting that cold shock is not required to induce 
Cbf expression; rather, an absolute temperature is being sensed. 
The threshold temperature, promoting transcript accumulation, 
is approximately 14°C (Zarka et al. 2003).

Plants that can acclimate to high temperatures are called ther-
motolerant plants. Photosynthetic capacity measured as the 
maximum light saturated rate of CO2 assimilation is sensitive 
to temperature. In most cases the productivity of a plant is 
directly related to the rate of photosynthesis. Photosynthesis 
is, like all other physiological processes, temperature depen-
dent. For a specific plant there exists an optimal temperature 
at which the net rate of carbon dioxide fixation is maximal. 
It  was found that among all cell functions, the photosyn-
thetic activity of chloroplasts is one of the most heat sensitive 
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(Berry and Bjorkman 1980). The damage due to heat stress 
includes a wide range of structural and functional changes. 
Their effect on growth and survival depends on the intensity 
and duration of heat stress. A long period at a moderately 
high temperature may be as injurious as a brief exposure to an 
extreme temperature.

It is considered that the primary site of damage is associated 
with components of the photosynthetic system located in the thy-
lakoid membranes, most probably photosystem II (PSII) (Berry 
and Bjorkman 1980). The PSII complex is a pigment–protein 
complex that utilises light energy to drive the transport of elec-
trons and the oxidation of water to oxygen. It is believed that 
increasing temperature first leads to a blockage of PSII reaction 
centres and then to a dissociation of the antenna pigment protein 
complexes from the central core of the PSII (Sundby et al. 1986). 
Separation of the light-harvesting complex II (LHCII) from the 
core centre induces destacking of the grana and temperature-
induced migration of the reaction centre (PSIIb) or LHCII (state 
transition) to the non-appressed region, which would have con-
sequences for the energy distribution between PSI and PSII. It 
has been found that moderately high temperatures stimulate PSI 
activity in vivo and in vitro (Sayed et al. 1989). This stimulation 
appears to be associated with an increased capacity for cyclic 
electron flow around PSI, which could be an adaptive process, 
producing ATP under conditions when PSII activity is severely 
diminished. This ATP synthesis could be important for the 
survival of plants and necessary for repair of stress-damaged 
processes, as suggested by Janssen et al. (1992). It is also well 
known that increasing the temperature at which plants are grown 
causes an upward shift of the optimal temperature of photosyn-
thesis in numerous species and renders the photosynthetic appa-
ratus more tolerant to heat stress (Berry and Bjorkman 1980). 
This phenomenon is termed acclimation. Acclimation to a new 
growth temperature is not instant but requires a certain time 
period. Under stress, organisms undergo first of all destabilisa-
tion followed by normalisation and stability enhancement when 
limits of tolerance are not exceeded and adaptive capacity is not 
overtaxed (Larcher 1987).

14.7  Oxygen may protect during acclimation to 
various stresses

Although the oxygen evolving complex associated with PSII 
results in the light-dependent evolution of oxygen, O2 can also 
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act as an alternative electron acceptor; photosynthetic electron 
transport may also consume oxygen. Even under normal condi-
tion, up to 5–10% of the photosynthetic electrons that are gen-
erated by PSI may react with molecular oxygen rather than with 
NADP+. This has important functional consequence for active 
chloroplasts. The photo-reduction of oxygen by PSI is called 
the Mehler reaction and results in the production of another 
toxic, reactive oxygen species known as a super-oxide radical. 
To counteract the accumulation of this radical, photosynthetic 
organisms have evolved mechanism to protect themselves from 
excess light and the potential ravages of O2. An effective sys-
tem for the removal of super oxide is the ubiquitous enzyme 
superoxide dismutase. SOD is found in several cellular com-
partments including the chloroplast. It is able to scavenge and 
inactivate superoxide radicals by forming hydrogen peroxide 
and molecular oxygen.

At the molecular level, the negative effect of high- 
temperature stress on leaves may be partly a consequence of 
the oxidative damage to important molecules as a result of the 
imbalance between production of activated O2 and antioxidant 
defences (Foyer et  al. 1994). This hypothesis is very plausi-
ble because chloroplasts are a major source of activated O2 in 
plants (Asada et  al. 1998), and because antioxidants, which 
may play a critical role in preventing oxidative damage, are 
greatly affected by environmental stresses (Bowler et al. 1994). 
In chloroplasts, the superoxide radical (O2•–) is produced by 
photo-reduction of O2 at PSI and PSII, and singlet O2 is formed 
by energy transfer to O2 from triplet excited-state chlorophyll 
(Asada and Takahashi 1987). H2O2 can originate, in turn, from 
the spontaneous or enzyme-catalysed dis-mutation of O2•–. 
Fortunately, in optimal conditions leaves are rich in antioxi-
dant enzymes and metabolites and can cope with activated O2, 
thus minimising oxidative damage. An increase of the active O2 
forms in plant tissue has been found at high-temperature stress 
(Foyer et  al. 1997; Dat et  al. 1998). High temperatures can 
also influence the antioxidant enzymes: superoxide dismutase 
(EC 1.15.1.1), the first enzyme in the detoxifying process, con-
verts O2•– radicals to H2O2. In chloroplasts, H2O2 is reduced 
by ascorbate peroxidase (EC 1.11.1.11) using ascorbate as an 
electron donor. Oxidised ascorbate is then reduced by reac-
tions that are catalysed by monodehydroascorbate reductase 
(EC 1.8.5.1) and glutathione reductase (EC 1.6.4.2) in a series 
of reactions known as the Halliwell–Asada pathway (Bowler 
et al. 1992).
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14.8 plant adaptation to environmental stress

Plants have various mechanisms that allow them to survive 
and often prosper in the complex environments in which they 
live. Adaptation to the environment is characterised by genetic 
changes in the entire population that have been fixed by natural 
selection over many generations. In contrast, individual plants 
can also respond to changes in the environment, by directly 
altering their physiology or morphology to allow them to bet-
ter survive the new environment. These responses require no 
new genetic modifications, and if the response of an individual 
improves with repeated exposure to the new environmental 
condition, then the response is one of acclimation.

Living organisms can be classified into three groups, subject 
to the preferred temperature of growth. These are (a) psy-
chrophiles, which grow optimally at low temperature ranges 
between 0°C and 10°C; (b) mesophiles, which favour moder-
ate temperature and grow well between 10°C and 30°C; and 
(c) thermophiles, which grow well between 30°C and 65°C or 
even higher. There is a great variation among the plant species 
in terms of their response and tolerance to high temperature. 
Plant adaptation to heat stress includes avoidance and tolerance 
mechanisms which employ a number of strategies (Figure 14.6).

Under high-temperature conditions, plants exhibit various 
mechanisms for surviving which include long-term evolution-
ary phenological and morphological adaptations and short-term 
avoidance or acclimation mechanisms such as changing leaf 
orientation, transpirational cooling or alteration of membrane 
lipid compositions. Closure of stomata and reduced water loss, 
increased stomatal and trichomatous densities, and larger xylem 
vessels are common heat-induced features in plant (Srivastava 
et al. 2012). Plants growing in a hot climate avoid heat stress 
by reducing the absorption of solar radiation. This ability is 
supported by the presence of small hairs (tomentose) that form 
a thick coat on the surface of the leaf as well as cuticles, protec-
tive waxy covering. In such plants, leaf blades often turn away 
from light and orient themselves parallel to sun rays (parahe-
liotropism). Solar radiation may also be reduced by rolling leaf 
blades. Plants with small leaves are also more likely to avoid 
heat stress: they evacuate heat to ambient more quickly due to 
smaller resistance of the air boundary layer in comparison with 
large leaves. Plants rely on the same anatomical and physiologi-
cal adaptive mechanisms that are deployed in a water deficit to 

Adaptation to 
heat stress
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limit transpiration. In well-hydrated plants, intensive transpira-
tion prevents leaves from heat stress, and leaf temperature may 
be 6°C or even 10–15°C lower than ambient temperature. Many 
species have evolved life histories which permit them to avoid 
the hottest period of the year. This can be achieved by leaf 
abscission, leaving heat-resistant buds, or in desert annuals, 
by completing the entire reproductive cycle during the cooler 
months (Fitter and Hay 2002). Such morphological and pheno-
logical adaptations are commonly associated with biochemical 
adaptations favouring net photosynthesis at HT (in particular 
C4 and CAM photosynthetic pathways), although C3 plants are 
also common in desert floras (Fitter and Hay 2002).

Tolerance mechanisms Heat tolerance is generally defined 
as the ability of the plant to grow and produce economic yield 
under high temperature. This is a highly specific trait, and 
closely related species, even different organs and tissues of the 
same plant, may vary significantly in this respect. Plants have 
evolved various mechanisms for thriving under higher prevailing 
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temperatures. They include short-term avoidance/acclimation 
mechanism or long-term evolutionary adaptations. Some major 
tolerance mechanisms, including ion transporters, LEA proteins, 
osmoprotectants, antioxidant defence and factors involved in sig-
nalling cascades and transcriptional control are essentially sig-
nificant to counteract the stress effects (Rodríguez et al. 2005). 
In case of sudden heat stress, short-term response, that is, leaf 
orientation, transpirational cooling and changes in membrane 
lipid composition are more important for survival (Rodríguez 
et al. 2005). Smaller yield losses due to early maturation in sum-
mer show possible involvement of an escape mechanism in heat 
stress tolerance (Adams et al. 2001). Different tissues in plants 
show variations in terms of developmental complexity, expo-
sure and responses towards the prevailing or applied stress types 
(Queitsch et al. 2000). The stress responsive mechanism is estab-
lished by an initial stress signal that may be in the form of an 
ionic and osmotic effect or changes in the membrane fluidity. 
This helps to reestablish homeostasis and to protect and repair 
damaged proteins and membranes (Vinocur and Altman 2005).
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Abstract

Global warming refers to climate change that causes an 
increase in the average temperature of the lower atmo-
sphere. Global warming has emerged as the most serious 
environmental threat to the Earth in the twenty-first cen-
tury. The global population is now discussing the environ-
mental problems and their remedies. This environmental 
problem on a global scale can originate from any part of 
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the world yet affect the whole Earth. The global warming 
problem directly or indirectly affects the ecosystem, agri-
culture and human beings. It is estimated that temperature 
has been increasing at an average rate of 0.3% per decade 
or 5°C in 170 years due to industrialisation, urbanisa-
tion, burning of fossil fuel, deforestation and so on. The 
concentration of carbon dioxide (CO2) in the atmosphere 
is expected to double by the end of the twenty-first cen-
tury. Crop prediction models have been made to study the 
impact of climate change on agricultural production and 
food security. In India, a number of experiments have been 
done to understand the nature and magnitude of change in 
different crop yield due to climate change.

15.1 Introduction

An increase in the concentration of greenhouse gases (GHGs) is 
the major cause of global warming. The global atmospheric tem-
perature has increased by about 0.5°C since 1975 (Hansen et al., 
1999). This ‘burst’ of warmth has taken the global temperature 
to its highest level in the past millennium and has recorded the 
1990s as the warmest decade and 1998 as the warmest year in 
the Northern Hemisphere (Mann et  al., 1999). There are many 
competing natural and anthropogenic climate factors respon-
sible for global warming, but increased GHGs are estimated to 
be the largest forcing, especially during the past few decades 
(Intergovernmental Panel on Climate Change (IPCC) 1996). In 
recent decades, the supporting evidences provided by observing 
heat storage in the ocean, which is positive and of the magnitude 
of the energy imbalance estimated from climate forcing (Hansen 
et al., 1997). During the last century in India, there is a trend in 
increasing surface temperature (Hingane et al., 1985; Srivastava 
et al., 1992; Rupa Kumar et al., 1994; De and Mukhopadhyay, 
1998; Pant et al., 1999; Singh and Sontakke, 2002; Singh et al., 
2001). The IPCC has considered a range of scenarios for future 
GHGs, which is further expanded in its special report on emission 
scenarios (Nakicenovic et al., 2000). The climate models suggest 
that these scenarios yield a steep by continuous increase in global 
temperature throughout the twenty-first century with warming of 
several degree Celsius by 2100 AD, if climate sensitivity is 2–4°C 
for doubled CO2. Climate forcing by CO2 is the largest forcing. 
Forcing by CH4 (0.7 W . m2) is half as large as that of CO2 and the 
total forcing by non-CO2 GHGs (1.4 W · m2) equals that of CO2.
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However, CO2 is essential for plant growth. The rise of CO2 
will promote plant growth through intensified photosynthesis. 
Some reports indicate that a rise in the levels of CO2 would 
actually benefit plants, rather than harm them. The growth 
rates of C3 plants increase in response to elevated concen-
trations of CO2. Thus, global warming might increase plant 
growth, because of higher temperatures and higher levels of 
atmospheric CO2. High atmospheric temperatures caused by 
elevated concentrations of CO2 will induce heat injury and 
physiological disorders in some crops, which will decrease the 
income of farmers and agricultural countries. Photosynthesis 
is one of the most sensitive physiological processes to high-
temperature stress. Reproductive development is more sensi-
tive than vegetative development to high temperatures, and 
heat sensitivity differs among crops. Thus, global warming 
can have opposite effects on plant growth. From a long-term 
viewpoint, however, high atmospheric temperatures will drive 
the main sites of crop production. Water shortages caused by 
global warming will be the greatest problem for crop produc-
tion. Plants fundamentally rely on adequate fresh water, and 
agricultural water accounts for 70% of water use worldwide. As 
higher temperatures increase evaporation from water sources 
and decrease precipitation, arid regions will become further 
desolated. Overall, the entire crop production will be affected 
by global warming, resulting in worldwide food shortages.

15.2 predictions of climate change models

To estimate the impact of long-term global climate changes 
on agriculture, we should understand the direction and mag-
nitude of climate changes. Climate change projections rely 
on large, complex computer models, known as global circu-
lation models (GCMs) that have been successful in depicting 
the gross features of the observed large-scale climatological 
features. However, there is great uncertainty associated with 
these projections on a regional scale, since GCMs are yet to 
realistically reproduce the observed features at a regional 
scale, particularly over the monsoon region. The most com-
monly used GCMs are GISS (Goddard Institute for Space 
Studies, National Aeronautics and Space Administration), 
GFDL (Geophysical Fluid Dynamics Laboratory, National 
Oceanic and Atmospheric administration) and UKMO 
(United Kingdom Meteorological Office). There are inherent 
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limitations of GCMs in predicting climate change. The most 
significant limitations include

 1. Poor spatial resolution

 2. Inadequate coupling of atmospheric and oceanic processes

 3. Poor simulation of cloud processes

 4. Inadequate representation of the biosphere and its feedback

There are now many different models being used to simulate 
climate change, because several modelling groups constantly 
revise the GCMs. In general, GCMs can at best be used to sug-
gest the likely direction and rate of change, because they still have 
significant inherent limitations in simulating current climate.

The rate of increase of global mean surface temperature 
is predicted to be around 0.3°C before the end of the century. 
Regional climate changes are different from the global mean. It 
is predicted that surface air will warm faster over land than over 
oceans and that the warming is expected to be 50–100% greater 
than the global mean in high northern latitudes in winter. There 
is increased precipitation in the order of 5–10% in middle and 
high latitude continents (35–55°N) in winter. The global mean 
sea level is expected to rise about 6 cm per decade on average 
over the next century mainly due to the thermal expansion of 
the oceans and the melting of some land ice. A sea level rise of 
about 65 cm is predicted by the end of the next century.

Although GCM predictions are not ideal for agricultural 
impact analysis, they serve as a suitable benchmark for our global 
economic analysis directed at evaluating general directions and 
elative magnitudes of change, In particular, the GCM predictions 
suggest broad geographical zones across which climate change 
may affect agriculture. Increased precipitation and warming in 
the high northern latitudes could enhance agricultural production 
potential in the northern regions of the erstwhile Soviet Union, 
Canada and northern Europe. Drying in the interior of conti-
nents in the northern middle latitudes combined with warming 
could lead to negative crop and livestock effects in the United 
States and Western Europe and the most agriculturally produc-
tive regions of Canada. Other northern middle latitude regions, 
including South-East Asia could suffer from coastal inundation.

There are exceptions to the broadly generalised climate 
patterns sketched by the IPCC. While China falls within the 
category of northern middle latitude countries, climate mod-
els suggest crop production potential could increase. Regions 
of agricultural importance in the southern middle latitudes 
include Argentina and Australia. Projections show a wetter 
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and, therefore, agriculturally more productive climate for the 
major agricultural regions in Australia (Walker et  al., 1989). 
Much less is known about the possible agricultural effects of 
climate change in the tropical latitudes encompassing regions 
of Africa, Latin America and Asia. In general, temperature 
changes are expected to be smaller in equatorial regions than in 
higher latitudes, but there is very little agreement on changes in 
precipitation and soil moisture.

15.3  Global warming impacts on plant growth 
and agriculture

There has been much talk recently of the rise in CO2 levels 
observed over the last few decades and its potential impact on 
global climate and ecosystems. The buildup of CO2 and other 
GHGs can trap heat in the atmosphere, increasing the average 
temperature of the Earth. An important effect is that of CO2 in 
chemical reactions that occur in nature, because it is an essential 
component in many of these reactions. One of the main biologi-
cal interactions involving CO2 is the process of photosynthesis, 
by which CO2 from the atmosphere is converted into glucose by 
plants. Most plants growing in enhanced CO2 exhibit increased 
rates of net photosynthesis. The higher photosynthesis rates are 
then manifested in higher leaf area, dry matter production and 
yield for many crops (Kimball, 1983). In several cases, high 
CO2 has contributed to upward shifts in temperature optima 
for photosynthesis (Jurik et al., 1984) and to enhanced growth 
with higher temperatures (Idso et al., 1987); other studies, how-
ever, have not shown such benefits (Baker et  al., 1989). CO2 
enrichment also tends to close plant stomata, and by doing so, 
reduces transpiration per unit leaf area while still enhancing 
photosynthesis. The stomatal conductance of 18 agricultural 
species has been observed to decrease markedly (by 36%, on 
average) in an atmosphere enriched by doubled CO2 (Morison 
and Gifford, 1984). However, crop transpiration per ground 
area may not be reduced commensurately, because decreases 
in individual leaf conductance tend to be offset by increases in 
crop leaf area (Allen et al., 1998). In any case, higher CO2 often 
improves water use efficiency, defined as the ratio between crop 
biomass accumulation or yield and the amount of water used in 
evapo-transpiration. Growth rates of C3 plants have shown to be 
higher at elevated concentrations of CO2. Some plants, such as 
soya beans, have demonstrated faster growth in an environment 
with high levels of CO2 and high temperatures.
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Agriculture plays a key role in the overall economic and 
social well-being of India. For any particular crop, the effect 
of increased temperature will depend on the crop’s optimal 
temperature for growth and reproduction (USGCRP, 2009). 
The components of the natural ecosystem are very sensitive 
to changes in weather and climate, particularly to extreme 
weather events, decreased soil moisture, temperature change 
and increased CO2 in the atmosphere. They will also affect the 
ground water replenishment patterns and evapo-transpiration 
rates (Allen et al., 1994). So, vegetation as well as agriculture 
is likely to be affected from such changes in weather and atmo-
sphere. The impact on agriculture could be of two major types. 
First, by altering production adversely in the main food-produc-
ing areas, climate change could enhance food scarcities. The 
location of main food-producing regions could change. Second, 
there could be a profound impact on physiological mechanisms 
regulating plant and animal productivity. The greatest impact is 
likely to come from changes in the precipitation pattern. Attri 
and Rathore (2003) suggested the adaptation strategies for sus-
tainable production of wheat and ensuring food security.

15.4  A crop yield response to climate change: 
Global perspective

Global estimates of climate impacts on agriculture have been 
fairly rough to date due to lack of consistent methodology and 
uncertainty about the physiological effects of CO2. How cli-
mate change might affect agriculture was studied by Liverman 
(1987) and Warrick (1988). Kane et al. (1989) broadly predicted 
improvements in agricultural production at high latitudes and 
reductions in Northern Hemisphere mid-continental agricul-
tural regions. The IPCC (1990) concluded that while future 
food production should be maintained, negative impacts were 
likely in some regions, particularly where present-day vulner-
ability is high. An international project was created by the US 
Environmental Protection Agency, ‘Implications of Climate 
Change for International Agriculture: Global Food Trade and 
Vulnerable Regions’, to estimate the potential effects of green-
house gas-induced climate change on global food trade, focus-
ing on the distribution and quantity of production of the major 
food crops for a consistent set of climate change scenarios and 
CO2 physiological effects. Other goals of the project were to 
determine how currently vulnerable, food-deficit regions may 
be affected by global climate change, to identify the future 
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locations of those regions and the magnitudes of their food 
deficits and to study the effectiveness of adaptive responses, 
including the use of genetic resources to global climate change.

As a part of the US Environmental Protection Agency proj-
ect, crop scientists estimated that the yield changes at over 
100 sites in over 20 countries under common climate change 
scenarios using compatible crop growth models. The crop 
models were those developed by the International Benchmark 
Sites Network for Agrotechnology Transfer (IBSNAT, 1990). 
Preliminary national production changes for wheat based on 
the IBSNAT crop model have been chronicled (Rosenzweig 
et al., 1991). These results show that the climate change sce-
narios without the physiological effects of CO2 cause a decrease 
in the estimated national production, while the physiological 
effects of CO2 mitigate the negative effects. The UKMO cli-
mate change scenario (mean global warming of 5.2°C) gener-
ally causes the largest production declines, while the GFDL 
and GISS (4.0°C and 4.2°C mean global warming, respectively) 
production changes are more moderate. When embedded in a 
global agricultural food trade model, the basic linked system, 
(Fischer et  al., 1994), the production change estimates based 
on the IBSNAT crop model results will allow for projection of 
potential impacts on food prices, shifts in comparative advan-
tage and altered patterns of global trade flows for a suite of 
global climate change, population growth and policy scenarios.

15.5 Direct effect

There have been a number of studies in India to understand the 
nature and magnitude of crop yield at selected sites under ele-
vated atmospheric CO2 and associated climatic change (Abrol 
et  al., 1991; Sinha and Swaminathan, 1991; Aggarwal and 
Sinha, 1993; Aggarwal and Kalra, 1994; Gangadhar Rao and 
Sinha, 1994; Mathauda and Mavi, 1994; Gangadhar Rao et al., 
1995; Mohandass et  al., 1995; Lal et  al., 1998, 1999; Francis 
1999; Saseendran et al., 2000, Rathore et al., 2001; Aggarwal 
and Mall, 2002; Mall and Aggarwal, 2002; Aggarwal, 2003; 
Attri and Rathore, 2003, Mall et al., 2004, 2006).

An increase in the CO2 level may result in an increase in 
food production. It is predicted that a twofold increase in CO2 
will lead to a 10–15% increase in dry matter production pro-
vided all other factors remain constant. As C3 plants respond 
much more to an increase in the CO2 level than do C4 plants, 
crops in Central and Northern Europe and similar latitudes 
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are expected to perform better than crops in tropical areas, 
where maize, sorghum, sugarcane and millets are staples and 
grown in abundance. Generally, it is assumed that increased 
atmospheric CO2 could enhance growth rates of certain types 
of crop plants and that change in temperature and precipita-
tion would affect livestock crops, pest and soils. Plant growth 
is generally limited by carbon sink rather than carbon source. 
Temperature-sensitive plant developmental processes may con-
strain many agricultural yields. In order to draw an idea about 
crop response under enhanced CO2 concentration, other factors 
such as temperature and precipitation must be taken into con-
sideration as their combined effect may be somewhat differ-
ent. The effect of elevated CO2 on rice cultivars are studied by 
Uprety et al. (2000, 2002, 2003). The yields of some crops with 
elevated CO2 concentration are shown in Tables 15.1 through 
15.3 (Cline, 1999; Aggarwal, 2000; Uprety et al., 2000).

Increases in CO2 and other GHGs result in climate changes 
such as temperature increase, more erratic pattern of rainfall, 
weather change and so on. The uneven monsoon rainfall in 
India leads to large-scale droughts and floods, having a major 
effect on Indian crop production (Parthasarathy and Pant, 1985; 
Parthasarathy et al., 1992; Selvaraju, 2003; Kumar et al., 2004) 
and on the economy of the country (Gadgil et al., 1999a; Kumar 
and Parikh, 2001). This certainly has an impact on agriculture 
and this impact manifests itself in a number of ways, namely, 
changes in the length of growing season. Scientists suggest that 
a 1°C increase in average temperature would tend to advance the 
thermal limit of cereal cropping in the mid-latitude Northern 
Hemisphere and would bring more land under cultivation than 

table 15.1 Effect of elevated (620 ppmv) CO2 concentration 
on yield and yield attributes in rice (Oryza sativa var. Pusa 834)

Character
Ambient 
(310 ppmv)

Elevated 
(620 ppmv)

% Increase 
over ambient

Critical 
difference 
at 0.05P

Grain yield (g) 28.28 43.22 52.83 8.50
100 grain 
weight (g)

18.80 21.90 16.49 0.92

Number of 
panicles

12.00 14.00 16.63 0.76

Grain number/
panicle

139.40 230.40 65.28 23.20

Source: Uprety, D. C. et al., 2000. Indian J. Plant Physiol., 5: 105–107.
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what it is today under cool climates (Mann et al., 1999). Mixed 
yield results were obtained from different models and it is quite 
difficult to summarise them and come to a conclusion. In cool 
temperature and cold regions, the yield is expected to rise, pro-
vided the soil moisture is optimum. But global warming causes 
soil moisture depletion and this has a serious effect on crop 
yields. A study predicts that the maize yield will reduce by 20%, 
even if the crop is irrigated due to severe depletion of soil mois-
ture and an increase in temperature (ICAR, 2005) (Table 15.4). 
In another study, it is revealed that an increase in rainfall may be 
beneficial to yields of crops. It is assumed that with an increase 

table 15.3 Seed yield, components of yield and harvest index of soya bean 
grown at two CO2 concentrations and three temperatures

CO2 
concentration

Day/night 
temperature 
(°C)

Grain 
yield
(g/plant)

Seed 
number/
plant

Seed mass 
(mg/seed)

Harvest 
index 
(%)

330 26/9 9.0 44.7 202 53
31/24 10.1 52.1 195 51
36/29 10.1 58.9 172 45

660 26/19 13.1 58.8 223 49
31/24 12.5 63.2 198 45
36/29 11.6 70.1 165 44

Source: Aggarwal, P. K. 2000. Climate Change and Agriculture: Information Needs and 
Research Priorities. Indian Agricultural Research Institute, New Delhi.

table 15.2 Grain yields, components of yield and harvest index of rice grown at 
different CO2 levels and temperature regimes

CO2 
concentration 
(ppmv)

Mean air 
temperature 
(°C)

Grain 
yield 
mg/ha

Number of 
panicles/
plant

Number of 
filled grains/
panicle

Harvest 
index 
(%)

330 24.2 7.9 5.1 34.5 47
25.1 8.0 5.6 47.5 43
31.0 4.3 5.4 19.0 26
34.1 3.2 5.2 15.2 24

660 24.2 8.4 5.0 37.7 46
25.1 10.1 6.2 54.2 47
31.0 6.4 6.0 24.6 29
34.1 3.4 5.6 12.9 18

Source: Cline, R. W. 1999. Global Warming and Agriculture: Impact Estimation by Country. 
Center for Global Development and the Peterson Institute for International Economics, 
Washington, DC.
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in the temperature by 1°C, the precipitation will increase by at 
least 100 mm and this increased precipitation will enhance 10% 
yield of rice, wheat and maize. On the other hand, yield of cere-
als and other agricultural produce will come down heavily, par-
ticularly in warmer regions, as revealed in studies. Some studies 
even predict severe drought in places in low latitudes. Whether 
the effect of enhanced levels of GHGs will be beneficial or not, 
as far as yield is concerned, is not clear even today.

15.6 Indirect effect

GHGs such as CO2, CH4 and N2O are directly related with 
agriculture. The global warming potential (GWP) of CH4 is 20 
times and that of N2O is 300 times more than that of CO2. These 
GHGs are nearly transparent to the visible and near-infrared 
wavelengths of sunlight, but they absorb and re-emit downward 
a large fraction of the longer infrared radiation emitted by the 
Earth. As a result of this heat trapping, the atmosphere radi-
ates large amounts of long-wavelength energy downward to the 
Earth’s surface and long-wavelength radiant energy received on 
the Earth is increased.

It is certain that agriculture is a source of N2O. Nitrous oxide, 
which is present in the atmosphere at about 310 ppbv, is slowly 
increasing at a rate of about 25% annually. But despite its low 
concentration and slow rise, N2O is becoming an important 

table 15.4 Estimated impact of heat wave on wheat yield 
during 2004

State Yield loss (%)
Production loss 
(million tonnes)

Uttaranchal 8.60 0.066
Punjab 8.32 1.287
Haryana 7.62 0.704
Uttar Pradesh 6.75 1.720
Himachal Pradesh 5.79 0.033
Bihar 4.73 0.230
Rajasthan 3.87 0.213
Madhya Pradesh 1.11 0.084
Maharashtra 0.00 0.000
West Bengal 0.00 0.000
India 46.79 4.387

Source: ICAR, 2005. Annual Report, 2005, New Delhi.
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greenhouse gas because of its longer lifetime (150 years) and 
greater GWP. Atmospheric N2O absorbs thermal radiation. An 
increase of 0.2–0.3% in N2O concentration in the atmosphere 
contributes about 5% to global warming.

Emissions of GHGs, particularly the non-CO2 gases such as 
methane, nitrous oxide, carbon monoxide and nitrogen oxides, 
from the agriculture sector are significant in India. The pri-
mary sources are the large agricultural areas under paddy cul-
tivation and large cattle population in India. The overall budget 
of atmospheric CH4 emission amounts to 500 Tg/year of which 
60 Tg/year from paddy fields worldwide. Methane emissions 
from the agricultural sector for 1990 in Tg is as follows:

Livestock—0.3 Tg/year (largest contribution is from non-
dairy followed by buffaloes); paddy cultivation—4.07 ± 1.25 Tg/
year; animal manure—0.9 Tg/year; field burning of agricul-
tural residues—0.116 Tg/year.

 1. The Indian domestic livestock population increased 
from 456 million in 1987 to 467 million in 1992 and is 
expected to increase to 625 million in 2020.

 2. The paddy cultivation area of 42.32 mha in India is the 
largest in Asia. The global emission of methane from 
paddy cultivation is 60 Tg.

 3. Field burning of agricultural residues also releases 
CO = 2531 Gg and N2O = 3 Gg, and agricultural soils 
also release N2O = 0.24 Tg/year (l Tg = 1012 g or 1 mil-
lion tonnes).

15.7 pests and diseases susceptibility

The impacts of elevated CO2 should be considered among oth-
ers in the context of

 1. Changes in air temperature, particularly nocturnal tem-
perature due to increase in CO2 and other trace gases and 
changes in moisture availability and their effect on veg-
etative versus reproductive growth.

 2. Need for more farm resources (e.g. fertilisers).

 3. Survival and distribution of pest populations, thus devel-
oping a new equilibrium between crops and pests (Krupa, 
2003).

Indirectly, there may be considerable effects on land use 
due to snow melt, spatial and temporal rainfall variability, 
availability of irrigation, frequency and intensity of inter- and 
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intra-seasonal droughts and floods, soil organic matter trans-
formations, soil erosion, change in pest profiles, decline in 
arable areas due to submergence of coastal lands and avail-
ability of energy. All these can have a tremendous impact on 
agricultural production and, hence, food security of any region 
(Aggarwal, 2003). The rising temperatures and CO2 and uncer-
tainties in rainfall associated with global warming may or 
may not have serious direct and indirect consequences on crop 
production. It is, therefore, important to have an assessment of 
these consequences of global warming on different crops, espe-
cially on cereals contributing to food security (Gadgil, 1995; 
Gadgil et al., 1999a,b). Mechanistic crop growth models are 
now routinely used for assessing the impacts of climate change. 
There are several crop models now available for the same crop 
that can be employed for impact assessment of climate change 
(Mall and Aggarwal, 2002). Crop models, in general, integrate 
current knowledge from various disciplines, including agrome-
teorology, soil physics, soil chemistry, crop physiology, plant 
breeding and agronomy, into a set of mathematical equations to 
predict growth, development and yield of a crop (Aggarwal and 
Kalra, 1994; Hoogenboom, 2000).

As there is an intimate relationship between occurrence 
and distribution of pests and diseases and the temperature, any 
change in temperature will have a significant effect on pest and 
disease development and their interaction with agricultural 
crops. A number of effects of global warming on insects, pests 
and disease-causing organisms have been identified. These are 
increases in the number and rate of development in a season, 
expansion of area of distribution, earlier establishment in their 
population in a favourable season, and more intense attacks, 
particularly by midnight and exotic species. Again, with the 
shifting agricultural production to new areas and changing of 
the agro-climatic regions, the emergence of new insect species 
is very possible which will render an additional threat to agri-
cultural production.

15.8 Climate change and water availability

Climate change is likely to intensify, accelerate or enhance the 
global hydrological cycle (IPCC, 2008). Water is the primary 
medium through which climate change influences the Earth’s 
ecosystem and maintains the livelihood and well-being of soci-
eties. Temperature change due to global warming influences 
the availability of water. Higher temperatures and changes in 
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extreme weather conditions are projected to affect availabil-
ity and distribution of rainfall, snow melting, river flows and 
ground water. Water stress is already high, particularly in many 
developing countries. Water resources management affects 
almost all aspects of society and the economy, in particular 
health, food production and food security, domestic water sup-
ply and sanitation, health, energy, industry, ecosystem function 
and environmental sustainability (IPCC, 2007).

Changes in rainfall due to global climate change may effect 
the surface moisture availability, which becomes important for 
crop stand establishment in the rain-fed areas. Modelling tech-
niques are not reliable enough to predict precipitation changes 
and one can expect some increased drought in some regions 
and increased rainfall in others. Small changes in precipitation 
can have magnified run-off effects. Doubling of CO2 predicts 
a 8–15% increase in global precipitation with a 30% increase 
in the water-holding capacity, but the atmosphere precipita-
tion will not keep up with potential evaporation. The problem 
will be more acute at higher altitudes. Run-off is also likely 
to decrease due to more arid conditions and the increased fre-
quency of droughts.

15.9 Climate change and soil fertility

Soil fertility is very essential for sustaining productivity in 
the world and depends on a complex network of soil struc-
ture, water, oxygen and nutrient availability. The soil’s organic 
matter enables it to support plant life and soil microbes. Soil 
microbes facilitate the decomposition of organic matter from 
litter fall and CO2 is a natural by-product of this process. 
Rising atmospheric temperatures and/or CO2 levels are likely 
to increase photosynthesis and plant productivity. However, the 
effects of warming on soil’s molecular composition have been 
poorly studied. It is therefore unclear to what extent the car-
bon-containing components of soil matter will accumulate or 
degrade and thus how much carbon will be sequestered by the 
soil and how much will be released into the atmosphere as CO2.

The doubling of CO2 increases plant biomass production, 
soil water use efficiency by the plants and C/N ratios of plants. 
The change in the C/N ratios of plant residues returned to the 
soil have impact on soil microbial processes and affects the pro-
duction of trace gases NOx and N2O. Higher soil temperature 
stimulates microbial respiration and decomposition of organic 
matter. Plants may take in more nutrients. Brackish-water 
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inundation on coastal areas gives rise to potential acid sulphate 
soil layers.

Experts are unsure how global warming will affect agricul-
ture. CO2 increases the efficiency of photosynthesis, only if the 
temperature increases by less than a few degrees; for example, 
2°C in wheat and soya bean yields 10–15%; maize and rice 8%, 
at 4°C yields decrease. CO2 increases water use efficiency (anti-
transpiration effect) as temperatures rise. The increase in pre-
cipitation results in a rise in the sea level and leads to flooding 
and loss of cropping area. The drainage problems and seawater 
intrusion into fresh water may become too arid and are decrease 
the production. Other arid areas may get more rainfall and start 
to produce. The growing season is likely to extend where north-
ern regions may benefit, but there is little benefit for the tropics.

15.10 Climate change impact on Indian agriculture

Global climatic change has its own paradigm shift in its 
research methodologies and developmental aspects. India 
being an agri-economy-based country, it is quite obvious that 
we depend heavily upon the agricultural sector and its pro-
ductivity. On the other hand, agriculture and environment are 
mutually interlinked with each other in its entire operation and 
execution towards the economy regeneration of any country. 
The impact of climate change on Indian agriculture is being 
studied to a limited extent. For the Indian subcontinent, it is 
predicted that the mean atmospheric temperature will increase 
by 1–40°C (Sinha and Swaminathan, 1991). Although the solar 
radiation received at the surface will vary geographically, on 
an average, it is expected to decrease by about 1% (Hume and 
Cattle, 1990). Rice and wheat are the two most important cere-
als that fill the Indian breadbasket. While rice and wheat con-
stitute the major cropping system of the Indo-Gangetic plains 
of northern India, the southern peninsula comprising Godavari 
and Kauvery delta exclusively depend on rice. For India as a 
whole, rice may become even more important in the national 
food security system, since rice can give higher yields than 
wheat under a wider range of growing conditions. In the subse-
quent paragraphs, discussion will be centred on the impact of 
climate change on rice production.

Rice is cultivated in diverse ecologies that differ from each 
other in water availability and depth of standing water during 
growth. It is grown over a wide geographic range from 45°N 
to 40°S to elevations of more than 2500 m but with average 
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daily temperature in the range of 20–30°C. The impact of 
 climate change on rice production is of paramount importance 
in planning strategies to meet the increasing demands for rice. 
In recent years, controlled environment studies have enriched 
our knowledge on the effects of increased temperature and 
CO2 level (Cure and Acock, 1986). This is mainly through the 
stimulation of photosynthesis in the plant and improvement of 
water use efficiency. The impact of temperature is more com-
plex, with the yield being reduced in both sides of the spectrum. 
Most present varieties are highly sensitive to daytime tempera-
tures with yield decreasing linearly with increases in daytime 
temperatures above 33°C (Satake and Yoshida, 1978). Jagadish 
et al. (2007) showed that high temperatures affect the pattern 
of flowering and the number of spikelets that reach anthesis in 
rice. A reduction of the rice-growing areas is a possibility if 
spikelet sterility would increase under predicted higher tem-
peratures and if water reserves could not meet the increased 
evapo-transpiration. However, Bachelete and Kropff (1995) 
predicted a significant increase in the irrigated ecosystem in 
eastern India based on a modelling study on the impact of cli-
matic change on agro-climatic zones in Asia.

Agriculture is likely to respond initially to climate change 
through a series of automatic mechanisms. Some of these 
mechanisms are biological, and others are routine adjustments 
by farmers and markets. Climate change will impact agricul-
ture by causing damage and gain at scales ranging from indi-
vidual plants or animals to global trade networks. At the plant 
or field scale, climate change is likely to interact with rising 
CO2 concentrations and other environmental changes to affect 
crop and animal physiology. Climate change involving altera-
tions in temperature, precipitation and sea level as well as 
increased incidence of ultraviolet B radiation (280–320 nm) are 
distinct possibilities in the not too distant future. Impacts and 
adaptation (agronomic and economic) are likely to extend to the 
farm and surrounding regional scales. As the Indian economy 
depends to a great extent on agriculture, the assessment of cli-
mate change impacts on agriculture has acquired special signif-
icance. In developing countries such as India, climate change 
could represent an additional stress on ecological and socio-
economic systems that are already facing tremendous pressures 
due to rapid urbanisation, industrialisation and economic devel-
opment. With its huge and growing population, a 7500-km-long 
densely populated (DOD, 2002) and low-lying coastline, and an 
economy that is closely tied to its natural resource base, India is 
considerably vulnerable to the impacts of climate change.
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India’s vulnerability to climate change is widely recognised. 
It lies in 4n area characterised by seasonal weather patterns, and 
experiences land degradation, rapid economic development and 
an increasing population. Since over 70% of India’s population 
relies on agriculture for their livelihood and sustenance, most 
of the research focus has been on how India’s agriculture might 
be affected by climate change. However, the concentration of 
research on climate change impacts fails to recognise that there 
are other complex global processes at work, such as globalisa-
tion, which may influence or exacerbate the situation. In the last 
decade there have been significant changes in India’s economy 
as it moves towards liberalisation. Table 15.5 shows the Indian 
food production and projection scenarios up to 2020 (Aggrawal 
et al., 2002).

Agriculture and allied activities constitute the single larg-
est component of India’s economy, contributing nearly 27% 
of the total gross domestic product in the year 1999–2000. 
Agriculture exports account for 13–18% of the total annual 
exports of the country. However, given that 62% of the cropped 
area is still dependent on rainfall, Indian agriculture continues 
to be fundamentally dependent on weather. A few studies on the 
impact on agriculture have been reported for India in the IPCC 
Third Assessment Report. While there is report of a decrease 
in rice yields by 3–15% under a scenario of 1.5°C rise in tem-
perature and a 2 mm/day increase in precipitation exist, some 
other reports reflect that yields of soya bean in India would vary 

table 15.5 Indian food production and projection scenario

Projection (million tonnes)

Product 2000 2010 2020

Rice 85.4 103.6 122.1
Wheat 71.0 85.8 102.8
Coarse grains 29.9 34.9 40.9
Total cereals 184.7 224.3 265.8
Pulses 16.1 21.4 27.8
Food grains 200.8 245.7 293.6
Fruits 41.1 56.3 77.0
Vegetables 84.5 112.7 149.7
Milk 75.3 103.7 142.7
Meat and eggs 3.7 5.4 7.8
Marine products 507 8.2 11.8

Source: Aggarwal, P. K. et  al., 2004. Environ. Sci. Policy, 7(6): 
487–498.
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between −22% and 18% under different climate scenarios con-
sidering ±2°C and ±4°C change in temperature, ±20 and ±40% 
change in precipitation.

Some estimations say that there is a decrease in rice yields 
at the rate of 0.71 tonne/ha with an increase in minimum tem-
perature from 18°C to 19°C and a decrease of 0.41 ton/ha with 
a temperature increase from 22°C to 23°C. Whereas other esti-
mations suggest that a 2°C increase in mean air temperature 
could decrease rice yield by about 0.75 ton/ha in the high yield 
areas and by about 0.06 ton/ha in the low yield coastal regions. 
Further, a 0.5°C increase in winter temperature would reduce 
wheat crop duration by 7 days and reduce yield by 0.45 ton/ha. 
An increase in winter temperature of 0.5°C would thereby trans-
late into a 10% reduction in wheat production in the high yield 
states of Punjab, Haryana and Uttar Pradesh. Hence, a potential 
rise in temperature will have disastrous consequences on wheat 
production in India. The study showed that with rice increasing 
mean daily temperature decreases the period from transplanta-
tion to maturity. Such reduction in duration is often accompa-
nied by decreasing crop fields. There are, however, genotypic 
differences per day yield potential. A breeder can consciously 
select strains with high per day productivity. Increased levels 
of CO2 increase the photosynthetic rate and, hence, dry matter 
production, but an increase in temperature reduces crop dura-
tion and thereby an increase in the yields. In Pantnagar dis-
trict the irrigated yield was stimulated under doubled CO2 and 
increased temperature. This study concluded that the impact on 
rice production would be positive in the absence of nutrient and 
water limitations. Another crop simulation study estimated that 
under elevated CO2 condition, the wheat yields could decrease 
by 28–68% without considering the CO2 fertilisation effects. 
Researchers suggest that in North India, a 1°C rise in mean tem-
perature would have no significant effect on wheat yields, while 
a 2°C increase would reduce yields in most places. Recent 
studies have examined the adaptation options while estimat-
ing the agricultural impacts. The study showed that even with 
adaptation by farmers of their cropping patterns and inputs, in 
response to climate change, the losses would remain significant. 
The loss in farm-level net revenue is estimated to range between 
9% and 25% for a temperature rise of 2–3.5°C.

Estimations are there that India’s climate could become 
warmer under conditions of increased atmospheric CO2. The 
average temperature range is predicted to be 2.33–4.78°C with a 
doubling in CO2 concentrations. It is also likely that there will be 
an increase in the frequency of heavy rainfall events in South and 
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South-East Asia. Some researchers presented a climate change 
scenario for the Indian subcontinent, taking projected emis-
sions of GHGs and sulphate aerosols into account. It predicts an 
increase in the annual mean maximum and minimum surface 
air temperatures of 0.7°C and l.0°C over land in the 2040s with 
respect to the 1980s. Since the warming over land is projected 
to be lower in magnitude than that over the adjoining ocean, the 
land–sea thermal contrast that drives the monsoon mechanism 
could possibly decline. However, there continues to be consider-
able uncertainty about the impacts of aerosols on the monsoon.

15.11 Vulnerability assessment in Indian agriculture

These changes will arguably alter India’s vulnerability, creat-
ing a different set of winners and losers in the climate change 
game. The multifaceted approach of some research attempts to 
capture the differing sources of vulnerability by incorporating 
the concept of ‘double exposure’, which refers ‘to the fact that 
certain regions, sectors, ecosystems and social groups will be 
confronted by the impacts of climate change and by the con-
sequences of globalisation’. Another key component of this 
study is the recognition that climate change and globalisation 
are dynamic processes. Accordingly, one may assume that the 
impacts of the global process will change over time as well, 
altering the location, type and severity of vulnerability.

To get into the realm of this aspect, we need to look into the 
following components:

• Recent environment changes its impact on Indian 
agriculture

• Technological advancement

• Ecological impact

The adaptation options are possible at various levels, that 
is, farmers, economic agents and macro-level policy issues. 
The potential and costs of adaptation will be possibly through 
historic analysis of technology penetration. For example, the 
relative adoption speed of various measures such as adapta-
tion measure, adjustment time (years), variety adoption, 3–14 
dams and irrigation, 50–100 variety development, 8–15 tillage 
systems, 10–12 opening new lands, 3–10 irrigation equipment, 
20–25 fertiliser adoption and so on are of significant impor-
tance. There were observations of adoption and technologi-
cal responses in post-independent Indian agriculture, which 
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estimated a response time of 5–15 years for items such as pro-
ductive life of farm assets, crop rotation cycles and recovery 
from major disasters. Within broad categories of responses, 
some of which could be beneficial regardless of how or whether 
climate changes include

• Improved training and general education of populations 
dependent on agriculture

• Identification of the present vulnerabilities of agricultural 
systems

• Agricultural research to develop new crop varieties

• Food programmes and other social security programmes 
to provide insurance against supply changes

• Transportation, distribution and market integration to 
provide the infrastructure to supply food during crop 
shortfalls

• Removal of subsidies, which can, by limiting changes in 
prices, mask the climate change signal in the market

This analysis consists of four parts:

• A macro-level vulnerability analysis, based on GIS

• A domestic policy analysis

• A micro-level analysis (including village-level case stud-
ies in four different agricultural regions)

• Integrated analyses that will synthesise the preceding 
work and offer policy recommendations for facilitating 
adaptation in the agricultural sector

This will illustrate the results from the macro-level analy-
sis, which involves the mapping of vulnerability profiles. These 
profiles are based on indicators that directly or indirectly repre-
sent sources of vulnerability. The indicators are combined and 
weighted to create composite indexes that illustrate how vulner-
ability varies spatially. A base vulnerability index for India has 
already been developed by some researchers, using indicators 
that reflect social, biophysical and technological vulnerability. 
The base vulnerability layer is overlaid with either a climate sen-
sitivity index/layer, based on climate norms from 1961 to l990, 
or a trade sensitivity index/layer. From these maps, districts that 
have both high climate and economic globalisation vulnerabili-
ties (i.e. are doubly exposed) are identified. Villages for the case 
studies are selected from these highly vulnerable districts. The 
macro-level analysis should also include climate scenario data, 
thus capturing the dynamic aspect of vulnerability.
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The GCM predictions are only about the average changes 
in future climate. It is unable to show changes in the frequency 
and intensity of hurricanes, frequency of floods or the intensity 
of monsoons. It is still uncertain how climate variability will 
vary as a consequence of GHGs. The other types of errors could 
be due to the weakness of the GCMs in representing physical 
processes in the atmosphere relating to clouds. Yet, another 
cause of inaccuracy is the fact that the equilibrium runs assum-
ing instantaneous doubling of CO2 and subsequent equilibrium 
state which might not occur in reality. Hence, the predictions 
based on such assumptions could be quite uncertain.

15.12 Mitigation of climate change

The atmospheric levels of GHGs such as CO2, CH4, N2O, O3 
and CFCs are increasing with rapid industrialisation, intensive 
agricultural and related activities. The levels of CO2, the most 
important GHG, are expected to increase by 3.5°C in the next 
50 years. The more buildup of these gas levels would increase 
the temperature of the Earth and effect climatic changes. If 
there is an increase of 0.5°C in the mean temperature in Punjab, 
Haryana and Uttar Pradesh, it would reduce the productivity of 
wheat crop by 10%. Changes in rainfall patterns will enforce 
land use changes and alter bio-diversity and whole ecology. If 
the current rate of fossil fuel burning continues, which is the 
main source of atmospheric CO2, we must look for alternative 
sources of renewable energy.

The overall levels of production can be maintained through 
a combination of shifts in agricultural zones and adjustments 
in technology and management. Every effort should be made 
to arrest deforestation and promote upgrading of degraded 
land through agro-forestry and other appropriate forms of land 
use. This will help to increase carbon fixation on the Earth. 
Establishment of crop-weather watch groups, special groups 
consisting of meteorologists, agricultural research and exten-
sion workers, developmental administrators and mass media 
representatives, should be established in every agro-ecological 
region of the country to continuously monitor the weather sit-
uation and analyse its implications for crop growth and pest 
incidence. Such crop-weather watch groups can benefit at the 
national level from the World Climate Programme of WMO 
and early warning system of FAO. This will help to equip 
farmers and fishermen with location-specific information to 
increase their preparedness for floods, tropical cyclones and 
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drought. Kumar and Parikh (1998a, b) have shown that even 
with the adaptation by farmers of their cropping patterns and 
inputs, in response to climate change, the losses would remain 
significant. The loss in farm-level net revenue is estimated to 
range between 9% and 25% for a temperature rise of 2–3.5°C.

With the knowledge gathered to date, it is possible to con-
solidate the gains and adapt to changes in order to tackle the 
negative effects of climate change on rice production and pro-
ductivity for assuring the food security of the Indian popula-
tion. Some of the possible options include

Varietal adaptation: Considerable variation exists between 
the rice varieties in tolerance to high temperatures. If the 
sensitivity of spikelet sterility to temperature is increased 
by 2°C for the new varieties, it can offset the detrimental 
effect completely. Two possible adaptations are likely to 
occur: one could be the use of varieties more tolerant to 
temperature in the low latitude region and the other is the 
use of late maturing varieties to take advantage of the 
longer growing season in high latitude areas (Matthews 
et al., 1995).

Adjustment of planting date: Adjusting planting dates could 
be another strategy, which is likely to be adopted in the 
future by rice farmers. At high latitudes, a rise of tem-
perature would lengthen the period in which rice can be 
grown. In northern China (Shenyang), yield increases of 
43% are expected by advancing the planting date of rice 
by 30 days. At Madurai, India, significant yield decrease 
was predicted if current planting dates were used under 
the GISS scenario due to high spikelet sterility. It could 
be possible to offset these yield reductions if planting was 
delayed by 1 month.

Environment-friendly cultivation practice: It would be use-
ful to standardise methods of reducing the contribution 
of agriculture to GHG accumulation in the atmosphere 
either through efficient water management to control CH4 
release or proper utilisation of fertiliser-N that could con-
tribute to the emission of N2O.

15.13  Genetic resource centres for adaptation to 
climate changes

Gene pools occur in nature for adaptation to drought, floods 
and sea level changes. Unfortunately, gene erosion through 
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a variety of causes is leading to the loss of valuable genetic 
material. Every effort should be made to establish specialised 
genetic resource centres for collecting and conserving species 
and genotypes with the desirable genes. These centres will 
identify and maintain candidate genes for use in recombinant 
DNA experiment.

Tools of molecular biology and recombinant DNA tech-
niques make transfer of genes across sexual barriers possible. 
For example, the ‘elongation’ gene from rice, which enables it 
to grow to the needed height for remaining above flood water 
levels, can transfer to other crops. To achieve such goals, it will 
be necessary to establish a Genetic Enhance Centre consist-
ing of an expert in molecular biology and genetic engineering. 
This will be of immense help to the breeding of crop varieties 
possessing greater tolerance to drought, floods and seawater 
intrusions.

The large area under wastelands in our country could be 
gainfully employed for sequestration of GHGs by taking up 
large-scale plantation. The emissions of CH4 and N2O from 
paddy fields could be brought down by intermittent flooding 
(aerobic condition) of fields (with no yield reduction) instead 
of continued submergence. The methane production from rice 
fields in our country may not be as high as projected by some 
other countries, as our paddy fields generally have lower levels 
of carbon and are predominantly rain fed. The nitrate toxic-
ity in ground water increased due to more use of N fertilisers. 
The environment-friendly integrated nutrient management, inte-
grated pest management and certain other ameliorative/man-
agement practices should be adopted as a long-term strategy for 
keeping our natural resources free of toxins. Replacement of 
crop residue burning with in situ (incorporation) or ex situ man-
agement is called upon to minimise production of GHGs and 
climate change. In twenty-first-century agriculture, at least four 
technological developments or trends have already begun and 
are likely to intensify in the future: agricultural biotechnology, 
conservation tillage, organic farming and precision farming. 
These technologies have the potential or proven role in increas-
ing soil carbon sequestration and thereby soil carbon storage to 
mitigate global warming and climate change.

15.14 Conclusion

Anthropogenic GHG emissions and climate change have a 
number of implications for agricultural productivity, but the 
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aggregate impact of these is not yet known and indeed many 
such impacts and their interactions have not yet been reliably 
quantified, especially at the global scale. An increase in mean 
temperature can be confidently expected, but the impacts on 
productivity may depend more on the magnitude and timing of 
extreme temperatures. A mean sea level rise can also be con-
fidently expected, which could eventually result in the loss of 
agricultural land through permanent inundation. The impacts of 
temporary flooding through storm surges may be large although 
less predictable.

Freshwater availability is critical, but predictability of pre-
cipitation is highly uncertain and there is an added problem of 
lack of clarity on the relevant metric for drought—some studies 
including IPCC consider metrics based on local precipitation 
and temperature such as the Palmer drought severity index, but 
this does not include all relevant factors. Agricultural impacts 
in some regions may arise from climate changes in other 
regions, owing to the dependency on rivers fed by precipitation, 
snowmelt and glaciers some distance away. Drought may also 
be offset to some extent by an increased efficiency of water 
use by plants under higher CO2 concentrations, although the 
impact of this is again uncertain especially at large scales. The 
climate models used here project an increase in annual mean 
soil moisture availability and run-off in many regions, but nev-
ertheless, across most agricultural areas there is a projected 
increase in the time spent under drought as defined in terms of 
soil moisture.

Moreover, the sign of crop yield projections is uncertain as 
this depends critically on the strength of CO2 fertilisation and 
also O3 damage. Few studies have assessed the response of crop 
yields to CO2 fertilisation and O3 pollution under actual grow-
ing conditions, and consequently model projections are poorly 
constrained. Indirect effects of climate change through pests 
and diseases have been studied locally, but a global assessment 
is not yet available. Overall, it does not appear to be possible at 
the present time to provide a robust assessment of the impacts 
of anthropogenic climate change on global-scale agricultural 
productivity.
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Abstract

Changing climatic variables leading to threats for bio-
diversity include increasing CO2 concentration, increas-
ing global temperature, altered precipitation pattern and 
change in the pattern of extreme weather events such as 
cyclones, fires or storms. The impact of climate change 

Contents

Abstract 385
16.1 Biodiversity 386
16.2 Climate change 387

Causes of climate change 387
16.3 Impacts of climate change on biodiversity 387

Fossil-age context of biodiversity and 
climate change 388

Present-day context 388
Direct impacts of climate change on biodiversity 389
Indirect impacts of climate change on biodiversity 391
Impact of climate change on specific ecosystems 391
Human activities add fuel to the biodiversity threat 394
Management of the biodiversity disaster caused 

by climate change 395
Conclusion 396

Bibliography 396



386 CLIMATE CHANGE EFFECT ON CROP PRODUCTIVITY

may be direct or indirect on the living system. The direct 
impacts are those which are predictable and one can think 
of getting rid of them. Indirect impacts are those which 
are very slow to monitor and difficult to predict. They 
have a long-lasting and permanent change in the features 
of biodiversity.

16.1 Biodiversity

Biodiversity is the degree of variation of life-forms within a 
given species, ecosystem, biome or the entire planet. Health of 
an ecosystem can be measured by biodiversity, which is a func-
tion of climate. The term biological diversity was used first by 
the wildlife scientist and conservationist Raymond F. Dasmann 
in 1968 in the book A Different Kind of Country. The term was 
widely adopted only after more than a decade, when in the 
1980s, it came into common usage in science and environmen-
tal policy. The biological definition of biodiversity is ‘totality of 
genes, species and ecosystems of a region’. Biological variation 
can be identified in four levels:

• Species diversity: Species diversity is the effective num-
ber of different species that are represented in a collec-
tion of individuals. The effective number of species refers 
to the number of equally abundant species needed to 
obtain the same mean proportional species abundance as 
that observed in the dataset of interest. Species diversity 
consists of two components, species richness and species 
evenness.

• Ecosystem diversity: Ecosystem diversity refers to the 
diversity of a place at the level of ecosystems. Ecosystem 
diversity means a variety of ecosystems present in a bio-
sphere, the variety of species and ecological processes 
that occur in different physical settings.

• Genetic diversity: Genetic diversity refers to the extent 
of genotypic differences existing in the biological sys-
tem. It may be intraspecific, interspecific and intrage-
neric. In other words, genetic diversity means the inter se 
genetic distance among the individuals in the biological 
community.

Biodiversity is not evenly distributed; rather, it varies greatly 
across the globe as well as within regions. The distribution of 
living entities on the Earth depends on climatic and edaphic 
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variables such as temperature, precipitation, altitude, geogra-
phy and the presence of other species.

16.2 Climate change

Climate change is the long-lasting and significant change in the 
statistical distribution pattern of weather over a long period of 
time that can range from decades to millions of years. The sig-
nificant factors responsible for climate change include oceanic 
processes (such as oceanic circulation), variations in radiation 
received by Earth, plate tectonics and volcanic eruptions and 
human-induced alterations of the natural world. The most gen-
eral definition of climate change is a change in the statistical 
properties of the climate system when considered over long 
periods of time, regardless of cause. Nowadays, in most cases, 
climate change specifically refers to climate change caused by 
human activity, as opposed to changes in climate that may have 
resulted as part of Earth’s natural processes. Under this sce-
nario, climate change has become synonymous with anthropo-
logical global warming. This climate change is being chiefly 
expressed in terms of fluctuating weather variables including 
temperature, precipitation, humidity, cyclone, storms and so on.

Factors that are responsible for climate change are known as cli-
mate forcing or ‘forcing mechanisms’ including processes such 
as variations in solar radiation, deviations in the Earth’s orbit, 
mountain building and continental drift, and changes in green-
house gas concentrations. Forcing mechanisms can be either 
‘internal’ or ‘external’. Internal forcing mechanisms are natu-
ral processes within the climate system itself. External forcing 
mechanisms can be either natural (e.g. changes in solar output) or 
anthropogenic (e.g. increased emissions of greenhouse gasses).

16.3 Impacts of climate change on biodiversity

At present-day, climate change has become a major challenge to 
the sustainability of biodiversity worldwide. In the atmosphere, 
gasses such as water vapour, carbon dioxide and methane act 
like the glass roof of a greenhouse by trapping heat and warm-
ing the planet. These gasses are known as greenhouse gasses. 
As a result of human activities (such as farming activities, land 
use changes, burning of fossil fuels etc.), the normal level of 
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these gasses is being raised up leading to an increase in the 
temperature of the Earth’s surface and lower atmosphere. The 
changes in climate have a deleterious impact on biodiversity 
either directly or indirectly including a shift in the distribution 
of the biotic community, timing of biological behaviour, that 
is, phenology, assemblage composition, ecological interactions 
and community dynamics.

If we look into history, it has been seen that from paleo age 
itself, Earth is facing the problem of climate change. In those 
historic ages, Earth was cool, warm, dry, wet and CO2 levels 
were both high and low. Constant shifting in vegetation resulted 
in such climate changes during those days. Here, we can take 
the example of forest communities dominating most areas in 
interglacial periods and herbaceous communities dominating 
most areas during the glacial period. There was evidence that 
climate change influenced the process of speciation and extinc-
tion during that time. For example, the collapse of carbonifer-
ous rain forest which occurred 350 million years ago resulted 
in destruction of amphibian population while encouraging the 
evolution of reptiles.

There is a growing consensus in the scientific community that 
climate change is occurring. According to the millennium eco-
system assessment, a comprehensive assessment of the links 
between ecosystem health and human well-being, climate change 
is likely to become the dominant direct driver of biodiversity 
loss by the end of this century. Projected changes in climate, 
combined with land use change and the spread of exotic and 
alien species, are likely to limit the capability of some species 
to migrate and, therefore, will accelerate species loss. It is well 
accepted that the global average surface temperature is increas-
ing day by day and that the snow and ice ranges in the Northern 
Hemisphere are decreasing. According to IPCC (2001), the 
global surface temperature has increased nearly 1° over the past 
century and it is projected that there would be 1.4–5.8° rise in 
the next century. Many organisations such as IPCC, UNEP/IES 
and scientists working worldwide have shown a growing inter-
est in the impact of climate change on biodiversity and are try-
ing to make people aware of their dangerous outcomes. Climate 
Change and Biodiversity (by Lovejoy and Hannah, 2005) is a 
famous book overviewing the past and potential future effects 
of climate change on biodiversity. In an effort to draw attention 
to the mounting threats and opportunities, the Convention of 
Biological Diversity (CBD) had called on nations of the world to 
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celebrate the ‘International Day for Biodiversity’ on 22nd May, 
2007, under the theme ‘Climate change and biodiversity’.

A shift in distribution of the biotic community If climatic 
factors such as temperature and precipitation are changed in 
such a way that certain species’ phenotypic plasticity find it 
beyond tolerance, the obvious outcome will be its shift in natu-
ral distribution. This results in migration of the species or com-
munity to other habitats responding to the changing conditions. 
Vegetation zones may move toward higher latitudes or higher 
altitudes following the change in average temperature. The cur-
rent migration rate of a species has been falling day by day as 
compared to that of the past and, thus, a drastic increase in 
extinction cases. In addition to altering species’ distribution, 
the rapid pace of the current climate change has decreased the 
ability of some species to follow the climate to which they are 
adapted. Storm petrel (Hydrobates pelagicus) is the smallest 
Atlantic seabird, which migrates from its breeding grounds in 
the North Atlantic to Namibia, South Africa and the Indian 
Ocean. Migrating birds must build up and maintain large fat 
reserve to fuel their migration journeys. Climate change affects 
their fat reserve by altering the conditions along their migra-
tion rate. This bird feeds upon zooplankton for its fat reserve. 
Researchers found that the abundance of zooplankton has 
deceased as a result of change in sea temperature and chemi-
cal composition, which ultimately results in reduction of body 
mass of the migrating bird. Rates of climate change and species 
adaptation vary at regional and even local levels and they are 
of great importance. The maximum rates of spread for some 
sedentary species including large tree species may be slower 
than the predicted rates of change in climate conditions. This is 
likely to lead to localised extinction of these species.

Interaction among species Different species respond differ-
ently to a changed condition. Certain species may easily adapt 
to a new condition while some others may face difficulties in 
adapting. This difference in sensitivity toward the changing 
condition will give rise to complex species interaction resulting 
in further complications.

Invasive species From historic times, new animals and plants 
are being introduced from one part of the world to the other by 
humans. Newly introduced species may act invasive, affecting 
the native inhabitant of the area by eating them, hybridising 
with them, competing with them or by introducing pathogens 
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or parasites. Global climate change may be advantageous for 
the establishment of some invasive species as they find the cli-
mate suitable for their survival.

Alterations in phenology Phenology is the study of the timing 
or seasonality of behaviour. The timing of phonological events 
such as flowering is greatly dependent on environmental vari-
ables such as temperature. Climate change has a drastic impact 
on the phenology of several life events leading to change in 
asynchrony between species or change in competition between 
plants. For example, flowering times of British plants have been 
changed, leading to annual plants flowering earlier than perenni-
als and insect-pollinated plants flowering earlier than wind-polli-
nated plants, with potential ecological consequences. Earthwatch 
research on pollination ecology in the Colorado Rocky Mountains, 
United States, found that snow melt determines the flowering time 
for the plant, which is ultimately influenced by climate change. 
According to this research, lower altitudes are affected differently 
than higher altitudes. So, it is expected for animals exposed to 
earlier warm weather to exit hibernation earlier.

Precipitation and evaporation pattern Climate change has 
a hazardous impact on the pattern of precipitation and evapo-
ration. An increase has been observed in rainfall variability 
and dry-season severity. Riverine and valley ecosystems will 
face heavy flood whereas drought and desertification may be 
prevalent in the tropical and subtropical zones. Earthwatch 
scientist Dr. Patricia Wright conducted a study in Madagascar 
to demonstrate the effect of climate change on the reproduc-
tive success of the endangered Milne-Edward’s Sifaka lemur 
(Propithecus edwardsi). The specificity of Sifaka lemur’s 
reproductive system is that, older female Sifakas reproduce 
readily, but their infants survive only when there is adequate 
rain during lactation. The logic behind this is, Sifaka milk 
production relies on large quantities of water and nutrients 
drawn from their leaf food. During drier days, old Sifakas 
with worn teeth find it difficult to chew enough leaves to pro-
duce adequate amount of milk for their infants. As a result 
of this, mortality rate of the infant is raised. This is a strange 
fact that a little change in climate can impact infant survival 
so drastically.

Impact on agricultural ecosystem Climate change has an 
extensive impact on agricultural ecosystems. Agricultural crops 
will be more exposed to the climatic stresses caused by extreme 
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climatic events. Climate change enhances the spreading of 
pests and diseases as well. Climate change may also cause 
increased exposure to heat stress, changes in rainfall patterns, 
greater leaching of nutrients from the soil during intense rains, 
greater erosion due to stronger winds and more wildfires in 
drier regions. All these result in lower yield. Moreover, due to 
climate change, many wild species of food crops would become 
extinct. For example, one-fourth of all wild potato species are 
predicted to die out within 50 years, which could make it dif-
ficult for future plant breeders to ensure that commercial variet-
ies can cope with climate change.

One of the positive impacts of the increased CO2 level may 
be the increased photosynthesis which in turn is expected to 
contribute to enhanced biomass production. On the other, the 
increased temperature associated with the increased level of 
CO2 would have negative physiological impacts leading to 
increased photorespiration.

The impact on population structure The genetic structure 
of a normal random mating population is explained by the 
Hardy–Weinberg principle which states that the gene and gen-
otype frequencies in a large random mating population remain 
constant from generation to generation provided there is no 
specific disturbing forces viz., mutation, migration, selection 
and random genetic drift, etc. Climate change can disrupt the 
equilibrium by inducing migration of gene and genotype from 
one population to other, induce mutation (radiation and chem-
ical) creating new allele and put differential selection pressure 
on population.

Although direct impacts are easily observable as well as 
well predicted, there are certain indirect impacts of climate 
change on biodiversity that are of equal importance. When 
climate change directly alters symbiotic fungi associated 
with plant root system, it will indirectly cause a change in 
that plant’s natural distribution. Another example of indirect 
impact is—a new grass may spread into a region that results 
in altering the fire regime and ultimately changes the species 
composition.

All these indirect impacts are very difficult to predict.

Impact on forest ecosystems

 a. Tropical montane forests: As a result of a rise in tem-
peratures, tropical montane forests lose humidity or face 
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drying out leading to invasion or replacement of mon-
tane forest species by lower montane or non-montane 
species.

 b. Boreal forests: Owing to high increases in temperature, 
forest fires become frequent in boreal forests which cre-
ate favourable conditions for pests. Boreal forest will 
shift towards Arctic areas destroying the biodiversity of 
the forest.

 c. Polar region: Climate change drastically influences the 
reproduction rates of polar bears in the Arctic region. 
Bears reuse their dens over a long period of time where 
dens get extended to permafrost. These permafrosts are 
important for the heat stresses of female bears. When the 
permafrost is melted because of an increase in tempera-
ture collapsing the dens, female bears face a high thermal 
disadvantage that has a negative impact on bear repro-
duction. The ecological function of the entire region is 
affected as a result of the disruption in the bear’s (key-
stone species) ecosystem.

Impact on marine ecosystem

 a. The coastal margins: Certain coastal margins are 
backed by areas of intense human use. If the level of sea 
increases, it reduces important coastal habitats, including 
mud flats and salt marshes.

 b. Warmer oceans: Increase in sea temperature influ-
ences the distribution and survival of certain marine 
resources. Coral reefs are facing the most hazardous 
impact of climate change. High temperature causes 
coral bleaching leading to the loss of the coral reef 
structure. Around the world, coral reefs have been 
dying as a result of climate change. Staghorn and 
Elkhorn were found to be the first coral species to be 
registered as ‘endangered’ which are commonly found 
in the Caribbean. Researchers found that in the last two 
decades, both species have practically become extinct. 
Death of corals disrupts the coral ecosystem, which 
leads to alterations in the fauna of associated species as 
algae take over the reef.

 c. Increase in acidification: As a result of climate changes, 
atmospheric CO2 is increasing day by day. This increased 
CO2 is getting dissolved in oceans leading to increase in 
acidity. Owing to increases in acidity, organisms such as 
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corals, shellfish and molluscs are unable to produce cal-
careous parts such as shells.

Impacts of climate on the terrestrial realm

 a. Range and abundance shifts

Climate change stressors Impact mechanism Biodiversity impact

Less mobile species
suffer-reduced abundance

Increase average
annual temperature

Geographic shift
in climatic suitability

Localised
changes redistribution in

species abundance

Highly mobile species
migrate or expand range

 b. Life-cycle changes

Climate change stressors Impact mechanism Biodiversity impact

Increase average
annual temperature

Changes in
accumulated
temperature Event changes

(migration, breeding
emergence etc.)

assemblage and
functioning

Timing of
life history

Altered
synchronisation
between tropic

Changes
in community

 c. Evolutionary effect

Climate change stressors

Increased average
annual temperature

Range and
abundance shift

Selection pressure:
individuals with
higher genetic

capacity for
adaptations are
favoured others
are extirpated

Loss of genetic
diversity

New community
assemblages

Phonological changesChanges in
precipitation

pattern

Impact mechanism Biodiversity impact
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 d. Disturbance regimes and ecosystem-level change

Climate change stressors

Increased summer
temperature

Insect epidemic Changes in forest
ecosystem structure

and function
Forest drought

stressed trees and
drying of fuels

Decreased summer
precipitation

Major wildfires Change in ecosystem
type and distribution

Impact mechanism Biodiversity impact

Impact of climate change on the freshwater realm

 a. Hydrological cycle change: Reduced surface water 
availability

Climate change stressors Impact mechanism Biodiversity impact

Evapotranspiration
precipitation

Increased surface
air temperature

Decreased surface
water flows

Increased water
clarity and

UV penetration

Contraction of
freshwater habitat

Population
impacts

Molecular
damage to

aquatic
organism

Local
species

extirpation

 b. Hydrological cycle change: Increased surface water 
availability

Climate change stressors

Evapotranspiration
precipitation

Increased surface
air temperature Increased surface

water flows

Increased glacial
melt

via
Erosion and

sedimentation

Aquatic
habitat
impacts

Population
impacts

Changes in
river morphology

Impact mechanism Biodiversity impact

Human-induced pressure on biological diversity is increasing 
day by day. The burning of coal, oil and natural gas, as well 
as deforestation and various agricultural and industrial prac-
tices are altering the composition of the atmosphere and con-
tributing to climate change. These human activities have led 
to increased atmospheric concentrations of a number of green-
house gasses, including carbon dioxide, methane, nitrous oxide, 

human 
activities add 
fuel to the 
biodiversity 
threat
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chlorofluorocarbons and ozone in the lower part of the atmo-
sphere. Burning of fossil fuels, releases carbon dioxide gas to 
the atmosphere. Greenhouse gasses and aerosols affect climate 
by altering incoming solar radiation and outgoing infrared (ther-
mal) radiation that are part of Earth’s energy balance. If the natu-
ral abundance of these gasses in the atmosphere is distorted, it 
causes hazards by warming or cooling the Earth’s surface. Since 
the beginning of the industrial era (about 1750), human activities 
are greatly influencing climate. This impact is increasing day by 
day along with the changes in the natural processes such as solar 
changes and volcanic eruptions.

Most of the people worldwide are aware of the term global 
warming. But very few of them know the reasons behind 
global warming and the measures to control it. Hence, the first 
and foremost management strategy will be spreading aware-
ness about climate change and its details. We people have to 
minimise burning of fossil fuel to decrease the emission of 
CO2 into the atmosphere. Technologies must be developed to 
design an alternate energy source. Gerald Meehl (National 
Centre for Atmospheric Research) has rightly said Many 
people don’t realize that we are committed right now to a 
significant amount of global warming and sea level rise…the 
longer we wait to do something about it, the more change we 
will have. People can set an example for others by first reduc-
ing the usage of coal, oil, electricity usage around the home 
and so on. Some of the management strategies are mentioned 
below:

• Switch to energy-efficient lighting

• Improving the efficiency of home appliances

• Buying energy-efficient appliances when shopping for a 
new appliance

• Reducing energy needed for heating and cooling

• Practicing fuel-efficient driving

• Buying a fuel-efficient car

• Recycling an air-conditioner coolant

• Driving less

• Painting your home with a light colour if you live in a 
warm climate, or a dark colour in a cold climate

• Choosing clean energy options

• Buying clean energy certificates and carbon offsets

 Management of 
the biodiversity 
disaster caused 
by climate 
change
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It is obvious that following all these strategies is not so easy. 
But at this scenario, even a small step can make a difference 
and a small change is worthwhile.

Nevertheless, climate change is inevitable. Therefore, we must 
try to cope with the threats of climate change to maintain the 
biodiversity for the cause of the human civilisation. The most 
crucial difficulty in finding out a strategy is that we do not 
know exactly what is going to happen due to climate change. 
Whatever predicted is highly speculative and evidences are 
meagre to formulate an effective strategy to combat the climate 
change. Therefore, it is time to intensify research on the areas 
of the effect of changing climate variables on the biological 
system. This should not be restricted just to species adapta-
tion or performance change, but in a realistic way, the whole 
physiology of the biological system at the biochemical and 
molecular level should be taken into consideration to acquire 
the real understanding about the effect of climate change. This 
must be taken under a mega global platform for climate change 
research.
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Abstract

Climate change threatens not only the yields and liveli-
hoods of traditional farmers, but also the ability of agri-
culturalists worldwide. In addition to the challenge of 
abiotic stresses such as temperature extremes (hot and 
cold), drought or water stress, the incidence and sever-
ity of biotic stresses such as pests, diseases and the inva-
sion of alien weed species are also likely to be greater. 
Several strategies for adaptation to climate change have 
been proposed to address crop productivity. One strategy 
emphasises changing cultural practices. A second strat-
egy involves adopting methods to increase the resilience 
of agro-ecosystems to environmental variability.

17.1 Introduction

Climate change is a significant and lasting change in the weather 
patterns over periods ranging from decades to millions of years. 
It is caused by factors that include oceanic processes, varia-
tions in solar radiation received by Earth, plate tectonics and 
volcanic eruptions, and human-induced alterations of the natu-
ral world. Global climate change is likely to increase the prob-
lems of food insecurity, hunger and malnutrition for  millions 
of people throughout the world. A recent report shows that the 
global maize yield reduced by 3.8% between 1980 and 2010 
due to climate change (Lobell et  al. 2011). The mechanisms 
that threaten the crop yield do not affect farmers evenly. The 
local landraces mostly grown by subfarmers contribute little 
carbon emission into the atmosphere and they tend to be vul-
nerable to climatic flux (Monterroso et al. 2011). Small farmers 
who grow a wide variety of landraces serve as custodians of 
crop diversity; their vulnerabilities have implications for the 
in situ conservation of diverse crop landraces (Bellon et  al. 
2011). A study said that agro- biodiversity remains the main 
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raw material for agro-ecosystems to cope with climate change 
because it can provide traits for plant breeders and farmers to 
select resilient, climate-ready crop germplasm (Ortiz 2011). A 
third strategy involves improving seed varieties to develop new 
traits, such as drought resistance (Pray et al. 2011). One vari-
ant of this third strategy has received considerable attention 
recently: that is employing marker-assisted breeding (MAB) 
approaches to develop seeds that are well adapted to climate 
change. The second variant of this strategy is innovation in plant 
breeding to develop crop varieties that are more resilient to cli-
mate change. The objective of molecular plant breeding is to 
accumulate favourable alleles that contribute to stress tolerance 
in a plant genome. In this chapter, we are addressing the role of 
molecular plant breeding in abiotic constraints to enhance the 
crop productivity.

Genes that confer stress resistance can be sourced from wild 
relatives of crops that are held in gene banks or in the live habi-
tats of water deficit or excess, extreme temperature and salin-
ity that have evolved to cope with those conditions. Although 
some progress has been made through conventional breeding, 
but due to the complex nature of abiotic stress tolerance unde-
sirable genes are also transferred along with desirable traits 
that limit the transfer of favourable alleles from diverse genetic 
resources. MAB is an emerging area that involves transfer of 
superior genes or alleles, where they were tightly linked to a 
particular trait into elite genotypes of locally adopted germ-
plasm. However, genetic engineering (GE) involves transferring 
useful genes or alleles across different species from the ani-
mal or plant kingdoms. As a result, biotechnology approaches 
offer novel strategies for producing suitable crop genotypes that 
are able to resist drought, high temperature, submergence and 
salinity stresses. The key strategies where genetic enhancement 
for stress tolerance has led to crop improvement are outlined in 
this section.

17.2  Key biotechnological strategies for improving 
stress tolerance

 1. The development of genomic resources such as molecu-
lar markers, including simple sequence repeats (SSRs), 
single-nucleotide polymorphisms (SNPs) and marker 
genotyping platforms

 2. The development of bi-parental mapping populations by 
using genetically and phenotypically diverse parental 
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lines or the selection of a natural population representing 
diversity for stress tolerance traits

 3. The use of linkage mapping or association mapping 
approaches to identify the quantitative trait loci (QTL) or 
markers associated with stress tolerance-related param-
eters, such as leaf water retention, high rates of leaf pho-
tosynthesis, stomatal conductance, osmotic adjustment, 
and faster canopy and root development.

 4. The validation of the QTL or markers in a breeding 
germplasm that have a different genetic background

 5. The use of an appropriate MB approach such as MABC, 
MARS or GWS to develop superior crop genotypes.

 1. The identification of genes encoding signalling proteins, 
TFs and effector proteins, and novel stress responsive 
promoters controlling multiple stress tolerance

 2. The identification of genes regulating stomatal opening 
and closure and stress-induced expression to enhance 
water use efficiency in crops

 3. The genetic transformation and development of elite crop 
genotypes with tolerance to high-temperature stress and 
other environmental stresses

 4. The assessment of promising transgenic lines for multiple 
stress tolerance under field conditions

 5. The deregulation of transgenic lines to enable the release 
of a superior line or variety.

In this chapter, we are only emphasising different molecu-
lar breeding approaches and the role of these approaches for 
enhancing stress tolerance in crops in a changing climate.

17.3  Section I: Molecular markers and their 
applications for crop improvement

Before starting the discussion on molecular markers, we should 
be familiar with genetic markers. Genetic markers represent 
genetic differences between individual organisms or species; 
they do not represent the target genes themselves but act as 
‘signs’ or ‘flags’. Such markers themselves do not affect the 
phenotype of the trait of interest because they are located near 
or ‘linked’ to genes controlling the trait. The genetic markers 
occupy specific genomic positions within chromosomes (like 

Genetic 
engineering 
approach



401MARKER-ASSISTED BREEDING APPROACHES

genes) called ‘loci’ (singular ‘locus’) and are broadly differenti-
ated into three categories (Collard et al. 2005):

 1. Morphological markers: Morphological markers are usu-
ally visually characterised phenotypic characters, such as 
flower colour, seed shape, growth habits or pigmentation.

 2. Biochemical markers: Biochemical markers, also known 
as ‘Isozyme’ markers, are allelic variants of enzymes, 
which express differences in enzymes that are detected 
by electrophoresis and specific staining.

 3. DNA (or molecular) markers: Reveal sites of variation at 
the DNA level.

The major disadvantages of morphological and biochemi-
cal markers are that they may be limited in number and are 
influenced by environmental factors or the developmental stage 
of the plant (Winter and Kahl 1995). However, despite these 
limitations, morphological and biochemical markers have been 
extremely useful to plant breeders (Eagles et al. 2001; Weeden 
et al. 1993). In contrast to the instability of morphological and 
biochemical markers to different environmental conditions, 
molecular markers are stable and are more in number.

DNA markers are the most widely used type of markers due 
to their abundance in the genome. They arise from different 
classes of DNA mutations, such as substitution mutations (point 
mutations), rearrangements (insertions or deletions) or errors in 
replication of tandemly repeated DNA (Paterson 1996). These 
markers are selectively neutral because they are usually located 
in noncoding regions of DNA. Unlike morphological and bio-
chemical markers, DNA markers are basically unlimited in 
number and are not affected by environmental factors and/or 
the developmental stage of the plant (Winter and Kahl 1995). 
Apart from the use of DNA markers in the construction of link-
age maps, they have numerous applications in plant breeding, 
such as assessing the level of genetic diversity within germplasm 
and cultivar identity (Collard et al. 2005). A list of commonly 
used molecular markers and their properties are summarised in 
Table 17.1. On the basis of advancement in molecular markers 
used, these markers can be categorised into first-, second- and 
new-generation molecular markers.

First-generation molecular markers The concept of util-
ising variations at the DNA level as genetic markers initi-
ated with restriction fragment-length polymorphism (RFLP). 

Molecular 
markers
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The first official recognition of RFLP came from viruses 
(Grodzicker et al. 1975), followed by a subsequent demonstra-
tion made in the human-globin gene cluster (Jeffreys 1979). 
Since then, most organisms have been used for the presence 
of RFLP, and the application of this technology has evolved 
in various fields. Subsequent to RFLP, several other methods 
such as variable number of tandem repeats, allele-specific oli-
gonucleotide, allele-specific polymerase chain reaction (PCR), 
oligonucleotide polymorphism, single-stranded conformational 
polymorphism (SSCP) and sequence-tagged sites (STS) have 
been documented. The PCR-based assay has evolved and can 
detect variations at the DNA level by replacing conventional 
hybridisation-based assay of detecting DNA-level variations.

Second-generation molecular markers The second-genera-
tion molecular markers are microsatellite arrays of tandemly 
repeated di-, tri-, tetra- and penta-nucleotide DNA sequences, 
which are dispersed throughout the genomes of all eukaryotic 
organisms investigated to date. These markers are responsi-
ble for various revolutions in the field of molecular breeding. 
The microsatellites are also called as sequence-tagged micro-
satellite sites or SSRs. Currently, SSRs are considered as the 
molecular markers of choice within the genome mapping com-
munity and are frequently being adopted by plant researchers 

table 17.1 Comparisons of the most commonly used molecular markers in plants

S. no. Feature RFLP RAPD AFLP SSRs SNPs

1 DNA require 
(μg)

10 0.02 0.5–1.0 0.05 0.05

2 DNA quality High High Moderate Moderate High
3 PCR based No Yes Yes Yes Yes
4 Inheritance Co-dominant Dominant Dominant Co-dominant Co-dominant
5 No. of 

polymorphic 
loci

1–3 1.5–50 20–100 1–3 1

6 Ease of use Not easy Easy Easy Easy Easy
7 Amenable to 

automation
Low Moderate Moderate High High

8 Reproducibility High Low High High High
9 Development 

cost
Low Low Moderate Moderate High

10 Cost per 
analysis

High Low Moderate High Low
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as well. SSR contains around 10–50 copies of motifs from 1 
to 5 base pairs that may occur in perfect tandem repetition, as 
imperfect (interrupted) repeats or together with another repeat 
type. These repeated motifs are flanked by unique or single 
copy sequences, which give a base clutch for specific amplifica-
tion via PCR. Primers that are complementary to the unique 
sequences in those flanking regions can be designed to amplify 
single copy products. The other marker systems that have been 
developed during this period include restriction landmark 
genome scanning, cleaved amplified polymorphic sequence 
(CAPS), degenerate oligonucleotide primer PCR, SSCP, mul-
tiple arbitrary amplicon profiling and sequence characterised 
amplified region (SCAR). The usage of these marker systems 
was not realised as new SSRs.

New-generation molecular markers Recent advan ces in 
molecular biology have opened the opportunity of utilising vari-
ous types of molecular tools to identify and use genomic varia-
tion improvement of various organisms. Information concerning 
the basis of these techniques and their applications involve the 
technology spill over of several genome projects. The last 10 
years have witnessed the origin of an array of molecular mark-
ers with high-throughput performance coupled with shift from 
manual mode of detection to complete automation. Inter simple 
sequence repeats (ISSRs), selective amplification of microsat-
ellite polymorphic loci, SNPs, amplified fragment-length poly-
morphism (AFLP), selective restriction fragment amplification, 
allele-specific associated primers, cleavage fragment-length 
polymorphism, inverse sequence-tagged repeats, directed 
amplification of mini satellite DNA-PCR, sequence-specific 
amplified polymorphism, retrotransposon-based insertional 
polymorphism, inter-retrotransposon amplified polymorphism, 
retrotransposon-microsatellite amplified polymorphism, methyl-
ation-sensitive amplification polymorphism, miniature inverted-
repeat transposable element (MITE), three endonuclease AFLP, 
inter-MITE polymorphisms sequence-related amplified poly-
morphism, and so on are the markers of recent origin with great 
potential in understanding the variation at the DNA level.

Genetic differences observed by DNA markers can be visu-
alised by using a vertical and horizontal gel electrophoresis or 
staining by means of ethidium bromide, silver nitrate, detection 
with radioactive or colorimetric probes. DNA markers showing 
differences between individuals of the same or different species 
(polymorphic markers) are generally more useful than mark-
ers that do not discriminate between genotypes (monomorphic 



404 CLIMATE CHANGE EFFECT ON CROP PRODUCTIVITY

markers) of same or different species. Polymorphic markers can 
also be described as co-dominant or dominant. This description 
is based on whether markers can differentiate between homo-
zygotes and heterozygotes. Co-dominant markers indicate dif-
ferences in the size of DNA whereas dominant markers are 
either present or absent. In the strictest sense, different forms 
of a DNA marker (e.g. different sized bands on gels) are called 
marker ‘alleles’. Co-dominant markers may have many differ-
ent alleles whereas a dominant marker has only two alleles. 
It is beyond the scope of this chapter to discuss the technical 
method of how DNA markers are generated.

This section provides a brief classification of these molecu-
lar markers on the basis of its functions. Molecular markers can 
be classified into two major groups: (1) based on DNA/DNA 
hybridisation (e.g. RFLP) and (2) based on PCR amplification 
of genomic DNA fragments (RAPD, ISSR, SSR, SCAR, AFLP, 
SNP, CAPS, etc.).

 1. Hybridisation-based molecular markers. RFLP markers 
are the most widely used hybridisation-based molecular 
markers in humans and plant genome analysis. These 
markers were first used in 1975 to identify DNA sequence 
polymorphisms for genetic mapping of a temperature-
sensitive mutation of adeno-virus serotypes (Grodzicker 
et al. 1975). It was then utilised for human genome map-
ping (Botstein et  al. 1980), and later adopted for plant 
genomes (Helentjaris et al. 1986; Weber and Helentjaris 
1989). The technique is based on restriction enzymes that 
reveal a pattern of difference between DNA fragment 
sizes in individual organisms. Although two individu-
als of the same species have almost identical genomes, 
they will always differ at a few nucleotides due to one or 
more of the following causes: point mutation, insertion/ 
deletion, translocation, inversion and duplication. Some 
of the differences in DNA sequences at the  restriction 
sites can result in the gain, loss or relocation of a restric-
tion site. Hence, digestion of DNA with restriction 
enzymes results in fragments whose number and size can 
vary among individuals, populations and species. The 
brief steps involved in RFLP molecular marker assay are 
as follows (Semagn et al. 2006):

 a. Digestion of the DNA with one or more restriction 
enzyme(s)

 b. Separation of the restriction fragments in agarose gel
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 c. Transfer of separated fragments from agarose gel to a 
filter by Southern blotting

 d. Detection of individual fragments by nucleic acid 
hybridisation with a labelled probe(s)

 e. Autoradiography

 2. PCR-based markers. PCR is a molecular biology tech-
nique for enzymatically replicating (amplifying) small 
quantities of DNA without the use of a living organism. It is 
used to amplify a short (usually up to 10 kb), well-defined 
part of a DNA strand from a single gene or part of a gene. 
Since its invention by Kary Mullis in 1983, this technique 
enabled the development of various types of PCR-based 
techniques, which honoured him to get the Nobel Prize in 
1993. However, the basic PCR procedure was described in 
1968 by Kleppe and his co-workers in Khorana’s group.

   The basic protocol for PCR is simple and is as 
follows:

 a. Double-stranded DNA is denatured at a high tem-
perature (95°C) to form single strands (templates).

 b. Short, single strands of DNA (known as primers) bind 
at specific annealing temperatures (which vary with 
different conditions) to the single-stranded complemen-
tary templates at ends flanking the target sequences.

 c. The temperature is raised usually to 72°C for the 
DNA polymerase enzyme to catalyse the template-
directed syntheses of new double-stranded DNA 
molecules that are identical in sequence to the start-
ing material.

 d. The newly synthesized double-stranded DNA target 
sequences are denatured at high temperature, and the 
cycle is repeated.

Although the basic protocol of PCR is straightforward, 
each application requires optimising the various parameters 
for the species to be studied. During the early days of PCR 
work, the DNA polymerase would need to be added fresh to 
the reaction at each temperature cycle, because thermostable 
(high- temperature tolerant) DNA polymerases were not com-
mercially available. The discovery of Taq DNA polymerase, 
the DNA polymerase present in the bacterium Thermus aquat-
icus in hot springs, was decisive for the immense utility and 
popularity of PCR-based techniques because of its stability at 
high temperature, whereas other DNA polymerases became 
become denatured. Nowadays, the PCR technology is much 
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more advanced with a wide range of thermostable DNA poly-
merases (such as Taq, Pfu and Vent polymerase) and automa-
tion of reactions can be done by a thermocycler, which has 
found its way into nearly every molecular biology lab in the 
world. The major advantages of PCR techniques compared to 
hybridisation-based methods include (Semagn et al. 2006):

 1. A small amount of DNA is required.

 2. Elimination of radio-isotopes in most techniques which 
are health hazardous.

 3. The ability to amplify DNA sequences from preserved 
tissues.

 4. Accessibility of methodology for small labs in terms of 
equipment, facilities and cost.

 5. No prior sequence knowledge is required for molecular 
markers like AP-PCR, RAPD, DAF, AFLP and ISSR.

 6. High polymorphism that enables generating many genetic 
markers within a short time.

 7. The ability to screen many genes simultaneously either 
for direct collection of data or as a feasibility study prior 
to nucleotide sequencing efforts (Wolfe and Liston 1998).

These advantages, however, can vary depending on the 
specific technique chosen by the researcher. The PCR-based 
techniques can be categorised into two types, depending on the 
primers used for amplification:

 1. Arbitrary or semi-arbitrary primed PCR techniques that 
are developed without prior sequence information (e.g. 
AP-PCR, DAF, RAPD, AFLP, ISSR).

 2. Site-targeted PCR techniques that are developed from 
known DNA sequences (e.g. EST, CAPS, SSR, SCAR, 
STS).

17.4  Section II: Molecular markers for crop 
improvement

The rising global population will require increased crop pro-
duction and productivity with sustainable agriculture. This 
required increase in crop production needs to occur in the 
context of mounting water scarcity, decreasing area and envi-
ronmental degradation of arable land, increasing pollution and 
possible adverse effects of climate change. Thus, the task of 
increasing crop yields represents an extraordinary challenge 
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for agricultural scientists. Plant breeding has made remark-
able progress in increasing crop yields for over a century by 
developing suitable cultivars, varieties and hybrids for various 
crops. Plant breeding along with biotechnological approaches 
like MAS will play a key role in this coordinated effort for 
increased food production. Despite optimism about contin-
ued yield improvement from conventional breeding, with the 
advancement of agricultural biotechnology, there is a need to 
maximise the probability of success (Ortiz 1998). One area of 
biotechnology, that is, DNA marker technology, derived from 
research in molecular genetics and genomics, offers great 
promise for plant breeding. Owing to genetic linkage, the DNA 
markers can be used to detect the presence of allelic variation 
in the genes underlying these traits.

Molecular markers are widely accepted as potentially valu-
able tools for crop improvement in major cereal crops like rice 
(Mackill et  al. 1999), wheat (Koebner and Summers 2003), 
maize (Tuberosa et al. 2003), barley (Williams 2003), and also 
in other important crops like tubers (Barone 2004), pulses (Kelly 
et al. 2003; Svetleva et al. 2003), oilseeds (Snowdon and Friedt 
2004), horticultural crop species (Baird 1995; Baird et al. 1997; 
Mehlenbacher 1994) and pasture species (Jahufer et  al. 2002). 
Some studies suggest that DNA markers will play a vital role in 
enhancing global food production by improving the efficiency of 
conventional plant breeding programs (Kasha 1999; Ortiz 1998). 
Although there has been some concern that the outcomes of 
DNA marker technology as proposed by initial studies may not 
be as effective as first thought, many plant breeding institutions 
have adopted the capacity for marker development and/or marker-
assisted selection (MAS) (Eagles et al. 2001). An understanding of 
the basic concepts and methodology of DNA marker development 
and MAS, including some of the terminology used by molecu-
lar biologists, will enable plant breeders and researchers working 
in other relevant disciplines to work together towards a common 
goal—increasing the efficiency of global food production.

A variation observed in the field does not always give any conclu-
sive indication about variation at genome level. These genotypic 
variations cannot be visualised by the naked eye. Then comes 
the need for certain landmarks that can be linked to our trait 
of interest. Hence, mapping (i.e. determining the exact location 
of the gene influencing a trait) is necessary for constructing a 
framework for a particular plant genome with the help of mark-
ers. So, the foremost method used was the bi-parental mating 
method to link a trait with the marker (linkage map). A linkage 

Construction of 
linkage maps
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map determines not only the position of various genes but also 
their relative distances along the chromosome. The basic prin-
ciple behind linkage mapping is the close association of trait of 
interest along with marker that could be screened in the map-
ping population formed by mating between the parents P1 and 
P2. The schematic diagram representing recombination event 
is illustrated in Figure 17.1. The determination of tight associa-
tion between a gene of interest and the marker could be carried 
out by knowing the recombination frequency between them that 
can be traced with the help of recombinant genotypes recovered 
in the segregating generations. A minimum recombination fre-
quency (<10 cM) depicts tight linkage.

The main steps involved in the linkage map construction are:

• Construction of mapping population and deciding the 
sample size

• Selection of molecular markers for genotyping the map-
ping population
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FIGURe 17.1 Diagram indicating cross-over or recombina-
tion events between homologous chromosomes. Gametes 
that are produced after meiosis are either parental (P) or 
recombinant (R). The smaller the distance between two 
markers, the smaller the chance of recombination occurring 
between the two markers. Therefore, recombination between 
markers C and D should occur more frequently than recom-
bination between markers A and B. This can be observed in 
a segregating mapping population. By analysing the number 
of recombinants in a population, it could be determined that 
markers A and B are closer together compared to C and D.
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• Screening of polymorphism between parents and segregants

• Linkage analysis to determine gene order and map dis-
tance with the help of different statistical tools

A population used for gene mapping is commonly called a 
mapping population. The commonly used mapping popula-
tions are obtained from controlled crosses. The selection of a 
population for genome mapping involves choosing parents and 
determining a mating scheme. Decisions on the selection of 
parents, mating designs and the type of markers depend upon 
the objectives of the experiments. Parents of mapping popula-
tions must have sufficient variation for the traits of interest at 
both the DNA sequence and phenotypic level. The variation at 
the DNA level is essential to trace the recombination events. 
The more DNA sequence variation exists, the easier it is to find 
polymorphic informative markers.

The selection of parents for developing a mapping popula-
tion is critical to successful map construction. Since a map’s 
economic significance will depend upon marker-trait asso-
ciation, as many qualitatively inherited morphological traits 
as possible should be included in the genetic stocks chosen 
as parents for generating the mapping population. Diagrams 
representing different types of mapping populations are 
shown in Figure 17.2. Different types of mapping popula-
tions that are most frequently used in linkage mapping are 
as follows:

F2 population Such populations are produced by selfing or 
sib mating the individuals in segregating populations generated 
by crossing the selected parents. The expected ratio of domi-
nant and co-dominant markers from F2 population is 3:1 and 
1:2:1, respectively. These are considered to be the best popula-
tion for preliminary mapping and require minimum effort and 
time for development. Such populations are temporary popula-
tions because they are highly heterozygous and cannot be prop-
agated indefinitely through seeds, and therefore, are of limited 
use for fine mapping.

F2 derived F3 (F2:3) population F2:3 populations are obtained 
by selfing the F2 individuals for a single generation. Such popu-
lations are suitable for specific situations like mapping quan-
titative traits and recessive genes. The F2:3 families can be 
used for reconstituting the genotype of respective F2 plants, if 
needed, by pooling the DNA from plants in the family. Like F2 
population, it is not ‘immortal’.

Mapping 
populations
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Backcross population Backcross populations are gener-
ated by crossing the F1 with either of the parents. Usually in 
genetic analysis, backcross with recessive parent (testcross) 
is used. With respect to molecular markers, the backcross 
with dominant parent (B1) would segregate in the ratio 1:0 
and 1:1 for dominant and co-dominant markers, respectively. 
However, backcross with recessive parent (B2) or testcross 
would segregate in the ratio of 1:1, irrespective of the nature 
of marker. Like an F2 population, the backcross populations 
require less time to be developed, but are not immortal. The 
specific advantage of backcross populations is that, the popu-
lations can be further utilised for marker-assisted backcross 
breeding.

Double haploids Chromosome doubling of anther culture-
derived haploid plants from F1 generates DHs. In DHs, the 
expected ratio for the marker is 1:1, irrespective of genetic 
nature of marker (whether dominant or co-dominant). DHs are 
permanent mapping populations and, hence, can be replicated 
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FIGURe 17.2 Diagram of main types of mapping populations for self-pollinating 
species. (From Collard, B. C. Y., Jahufer, M. Z. Z., Brouwer, J. B., and Pang, E. C. K. 
2005. Euphytica, 142(1–2), 169–196.)
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and evaluated over locations and years and maintained with-
out any genotypic change. They are useful for mapping both 
qualitative and quantitative characters. But the main demerit 
of such population is that since it involves in vitro techniques, 
relatively more technical skills are required in comparison with 
the development of other mapping populations.

Recombinant inbred lines Recombinant inbred lines (RILs) 
are produced by continuous selfing or sib mating the progeny of 
individual members of an F2 population until complete homozy-
gous is achieved. Once homozygosity is achieved, RILs can be 
propagated indefinitely without further segregation. The single-
seed descent method is best suited for developing RILs. The bulk 
method and pedigree methods without selection can also be used. 
RILs also equalise marker types like DHs, so the genetic segre-
gation ratio for both dominant and co-dominant markers would 
be 1:1. Since RILs are immortal population, they can be repli-
cated over locations and years and therefore are of immense value 
in mapping QTLs. RILs, being obtained after several cycles of 
meiosis, are very useful in identifying tightly linked markers. 
The major disadvantage associated with this population is that 
it requires many seasons/generations to develop and is relatively 
difficult in crops with high inbreeding depression.

Near-isogenic lines Near-isogenic lines (NILs) are gener-
ated either by repeated selfing or backcrossing the F1 plants to 
the recurrent parents. NILs developed through backcrossing 
are similar to a recurrent parent but for the gene of interest, 
while NILs developed through selfing are similar in pair, but 
for the gene of interest (however, they differ a lot with respect 
to the recurrent parent). The expected segregation ratio of the 
markers is 1:1, irrespective of the nature of marker. Like DHs 
and RILs, NILs are also ‘immortal mapping population’. These 
are quite useful in functional genomics. NILs are directly use-
ful only for molecular tagging of the gene concerned, but not 
for linkage mapping and require many generations for develop-
ment. Along with these, linkage drag is a potential problem in 
constructing NILs, which has to be taken care. Generally, a 
larger population size is needed for high-resolution fine map-
ping, but for preliminary genetic mapping studies a population 
size of 50–250 individuals can be used.

The presence of sufficient polymorphism between selected 
parents is essential before the construction of a linkage map. 
Therefore, identification of polymorphic DNA markers, which 

 Identification of 
polymorphism
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show significant differences between parents, is the second 
most important step in the construction of a linkage map. DNA 
polymorphism levels are generally found to be less in inbreed-
ing species as compared to cross-pollinated species; therefore, 
selection of distantly related parents is useful in inbreed-
ing species. Once polymorphic markers have been identified 
between parents, they must be used to genotype the entire map-
ping population. This is known as marker ‘genotyping’ of the 
population. Different molecular markers like RFLPs, SSRs, 
ESTs, CAPs, RAPD, AFLP, ISSR, DArT and SNPs are used 
for the construction of a linkage map in several plants. Each 
marker system has several advantages and disadvantages, but 
generally, highly reproducible, high-throughput, co-dominant 
and transferable molecular markers are used to increase the 
utility of genetic maps. The expected segregation ratios for co-
dominant and dominant markers are presented in Table 17.2. 
Remarkable deviations from expected ratios can be analysed 
using chi-square tests.

Generally, markers segregate in a Mendelian fashion even 
though distorted segregation ratios can be encountered. Significant 
deviation from expected segregation ratio in a given marker/
population combination is referred to as segregation distor-
tion. There are several reasons for segregation distortion, 
including: gamete/zygote lethality, meiotic drive/preferential 
segregation, sampling/selection during population develop-
ment and differential responses of parental lines to tissue 
culture in case of DHs. In some polyploidy species such as 
sugarcane, identifying a polymorphic marker is more compli-
cated. The mapping of diploid relatives of polyploidy species 
may be of great benefit in developing maps for polyploidy 
species. However, diploid relatives do not exist for all poly-
ploidy species. Generally, mapping of polyploidy species is 
based on the use of single-dose restriction fragments (Ripol 
et al. 1999; Wu et al. 1992).

table 17.2 Expected segregation ratios for markers in 
different population types

Population type
Co-dominant 
markers

Dominant 
markers

F2 1:2:1 (AA:Aa:aa) 3:1 (B:bb)
Backcross 1:1 (Cc:cc) 1:1 (Dd:dd)
Recombinant inbred or 
doubled haploid

1:1 (EE:ee) 1:1 (FF:ff)
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Coding of data for each DNA marker on each individual of a 
population and conducting linkage analysis using computer 
programs is the final step in the construction of a linkage map. 
Missing marker data can also be acknowledged by mapping 
programs. Computer programs are required to analyse link-
ages between large numbers of markers, which are not possible 
manually. Linkage among markers is usually calculated using 
odds ratios. Markers are assigned to linkage groups using the 
odd ratios, which refers to the ratio of the probability that two 
loci are linked with a given recombination value over a prob-
ability that the two are not linked. This ratio is more conve-
niently expressed as the logarithm of the ratio, and is called a 
logarithm of odds (LOD) value or LOD score (Risch 1992). The 
LOD values of >3 are typically used to construct linkage maps. 
A LOD value of 3 between two markers indicates that the link-
age is 1000 times more likely (i.e., 1000:1) than no linkage 
(null hypothesis). The LOD values may be lowered in order to 
detect a greater level of linkage or to place additional markers 
within maps constructed at higher LOD values. The commonly 
used software programs include Mapmaker/EXP (Lander et al. 
1987; Lincoln et al. 1992) and MapManager QTX (Manly et al. 
2001), which are freely available from the Internet. JoinMap is 
another commonly used program for constructing the linkage 
maps (Stam 1993).

A typical output of a linkage map is shown in Figure 17.3. 
Referring to the road map analogy, linkage groups symbolise 
roads and markers represent signs or landmarks. A difficulty 
linked with obtaining an equal number of linkage groups and 
chromosomes is that the polymorphic markers detected are 
not necessarily uniformly distributed over the chromosome, 
but clustered in some regions and absent in others. Along with 
this, the frequency of recombination is not equal along chro-
mosomes. The accuracy of measuring the genetic distance and 
determining marker order is directly related to the number of 
individuals examined in the mapping population. Ideally, the 
mapping population should consist of a minimum of 50 indi-
viduals for constructing the linkage maps (Phillips et al. 2001).

Generally, frequency of recombination between genetic markers 
is used to measure the distance along a linkage map. Mapping 
functions are essential to convert recombination fractions into 
centimorgans (cM) because recombination frequencies and 
the frequencies of crossing-over are not related linearly. When 
the map distance is small (<10 cM), the map distance equals the 
recombination frequency. However, this relationship does not 

Linkage analysis 
of markers

Genetic 
distance and 
mapping 
functions
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apply for the map distance that is greater than 10 cM. There are 
two commonly used mapping functions:

 1. Kosambi mapping function, which assumes that recom-
bination events influence the occurrence of adjacent 
recombination events, that is, partial interference, and 
measured as (1

4 )ln[(1 + 2θ)/(1 − 2θ)].

 2. Haldane mapping function, which assumes no inter-
ference between crossover events. Haldane’s mapping 
function is based on the Poisson distribution of the num-
ber crossing over, so that the genetic distance (m) and 
observed recombination fraction (θ) containing an odd 
number of crossover is m = −ln (1 − 2θ)/2 (Kearsey and 
Pooni 1996; Paterson 1996; Hartl and Jones 2001).

It should be noted that the distance between genetic 
markers depends on the genome size of the plant species. It 
is not related to physical distance of DNA between genetic 
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FIGURe 17.3 Hypothetical ‘framework’ linkage map of five 
chromosomes (represented by linkage groups) and 26 mark-
ers. Ideally, a framework map should consist of evenly spaced 
markers for subsequent qTL analysis. If possible, the frame-
work map should also consist of anchor markers that are 
present in several maps, so that they can be used to compare 
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Z., Brouwer, J. B., and Pang, E. C. K. 2005. Euphytica, 142(1–2), 
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markers. Moreover, the relationship between genetic and phys-
ical distance varies along a chromosome. For example, there 
are recombinations of ‘hot spots’ and ‘cold spots’, which are 
chromosomal regions where recombination occurs more fre-
quently or less frequently, respectively (Faris et al. 2000; Ma 
et al. 2001; Yao et al. 2002).

Quantitative traits in crop plants are controlled and regulated 
by polygenes, which make their study difficult by Mendelian 
methods of genetic analysis. In recent years, the availability of 
polymorphic molecular markers facilitated the genetic anal-
ysis of those quantitative attributes by treating polygenes as 
QTLs, which also segregate in a Mendelian manner. A QTL 
(a term first coined by Gelderman 1975) is defined as ‘a region 
of the genome that is associated with an effect on a quantita-
tive trait’. Conceptually, a QTL can be a single gene, or it may 
be a cluster of linked genes that affect the trait. QTL map-
ping studies have been reported in most crop plants for diverse 
traits, including yield, quality, disease and insect resistance, 
abiotic stress tolerance and environmental adaptation (Singh 
et al. 2012).

Principle of QTL analysis Identification and mapping of 
a good number of segregating markers (10–50) per chromo-
some are not difficult in the populations of most crop plants. 
However, most of those markers would be in the noncoding 
regions of the genome and might not affect the trait of inter-
est directly, but a few of these markers might be linked to 
genomic regions (QTLs) that do influence the trait of inter-
est. Wherever such linkage occurs, the marker locus and also 
the QTL will co-segregate. Therefore, the basic principle of 
determining whether a QTL is linked to a marker is to par-
tition the mapping population into different genotype classes 
based on genotypes at the marker locus, and apply correlative 
statistics to determine whether the individuals of one genotype 
differ significantly with the individuals of another genotype 
with respect to the trait being measured. Circumstances where 
genes fail to segregate independently are said to display ‘link-
age disequilibrium (LD)’. QTL analysis, thus, depends on the 
LD. With natural populations, consistent association between 
QTL and marker genotype will not frequently exist, except in 
a very rare condition wherever the marker is completely linked 
to the QTL. Therefore, QTL analysis is undertaken in segre-
gating mapping populations, such as F2-derived populations, 
RILs, near-isogenic lines, DHs and backcross populations 

QtL analysis
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(http://iasri.res.in/ebook/EB_SMAR/e-book_pdf%20files/
Manual%20IV/10-QTL.pdf).

The principle behind the QTL mapping implicates par-
titioning the mapping population into different genotypic 
groups based on the genotype data on the mapping population 
for determining whether significant differences exist between 
groups with respect to the trait being measured (Tanksley 
1993; Young 1996). A major dissimilarity between phenotypic 
means of the groups (either 2 or 3), depending on the marker 
system and type of population, indicates that the marker locus 
being used to partition the mapping population is linked to a 
QTL controlling the trait. The P value obtained from the dif-
ferences between mean trait values indicates linkage between 
marker and QTL and is due to recombination. The diagram 
representing the linkage between marker and QTL are 
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FIGURe 17.4 Principle of qTL mapping. Markers that are linked to a gene or qTL 
controlling a particular trait (e.g. plant height) will indicate significant differences 
when the mapping population is partitioned according to the genotype of the 
marker. Based on the results in this diagram, Marker E is linked to a qTL because 
there is a significant difference between means. Marker H is unlinked to a qTL 
because there is no significant difference between means. The closer the marker 
is to the qTL of interest, the lower the chance for recombination between marker 
and qTL. (Adapted from Collard, B. C. Y., Jahufer, M. Z. Z., Brouwer, J. B., and 
Pang, E. C. K. 2005. Euphytica, 142(1–2), 169–196.)
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illustrated in Figure 17.4. The closer a marker is from a QTL, 
the lower the prospect of recombination occurring between 
marker and QTL. Therefore, the QTL and marker will usu-
ally be inherited together in the progeny, and the mean of the 
group with the tightly linked are going to be considerably 
totally different (P < 0.05) to the mean of the group without 
the marker and will be the reverse in case if there is no sig-
nificant P value for unlinked QTLs. If the unlinked mark-
ers are located far apart or on different chromosomes for the 
QTL of a particular trait indicates non-significant variation 
among the genotypes.

Statistical methods to detect QTLs The fundamental 
 objective in QTL mapping studies is to identify QTL, whereas 
minimising the prevalence of false positives (Type I errors, 
i.e. declaring an association between a marker and QTL 
once in reality one does not exist). Tests for QTL/trait asso-
ciation are usually performed by the subsequent approaches:

Single-marker analysis (also ‘single-point analysis’) This is 
the simplest method for detecting QTLs related to single mark-
ers. Linear regression, analysis of variance and t-tests are gen-
erally used for this analysis. Among these, the most frequently 
used technique is linear regression because the coefficient 
of determination (R2) from the marker explains the pheno-
typic variation generating from the QTL linked to the marker. 
This method does not need a complete linkage map and can 
be accomplished with basic statistical software programs. 
However, the key disadvantage associated with this process 
is that the further a QTL is from a marker, the less likely it 
will be detected. This can be as a result of recombination that 
could occur between the marker and also the QTL. This causes 
the magnitude of the effect of a QTL to be underestimated. 
The utilisation of a large number of segregating DNA mark-
ers covering the entire genome (usually at intervals <15 cM) 
may minimise both problems. The results from  single-marker 
analysis are commonly presented in a table, which indicates 
the chromosome (if known) or linkage group encompassing 
the markers, probability values and the percentage of phe-
notypic variation elucidated by the QTL (R2) (Table 17.3). 
Sporadically, the allele size of the marker is also described. To 
execute a single-marker analysis, Q Gene and MapManager 
QTX most frequently used computer programs (Manly et al. 
2001; Nelson 1997).
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Simple interval mapping In order to mitigate the matter 
related to single marker analysis, these techniques create 
use of linkage maps and analyses intervals between adjacent 
pairs of linked markers along chromosomes simultaneously 
(Lander and Botstein 1989). This approach was considered 
statistically more powerful compared to single-point analy-
sis because of the use of linked markers for recombination 
between the markers and the QTL (Lander and Botstein 
1989; Liu 1998). Several investigators have used Map Maker/
QTL (Lincoln et al. 1993) and Q Gene (Nelson 1997) to con-
duct SIM.

Composite interval mapping Recently, this method has 
become prevalent for mapping QTLs. This method com-
bines features of interval mapping with linear regression and 
includes additional genetic markers in the statistical model 
additionally to an adjacent pair of linked markers for inter-
val mapping (Jansen 1993; Jansen and Stam 1994; Zeng 1993, 
1994). The main advantage associated with CIM is that it is 
more precise and effective at mapping QTLs compared to 
single-point analysis and interval mapping, especially when 
linked QTLs are involved. Many researchers have used QTL 
Cartographer (Basten et  al. 1994, 2004), MapManager QTX 
(Manly et al. 2001) and PLABQTL (Utz and Melchinger 1996) 
to perform CIM.

Understanding interval mapping results Interval mapping 
strategies generate a profile of the sites for a QTL between adja-
cent linked markers. The result of the test statistic for interval 
mapping is often conferred employing a LOD score or likeli-
hood ratio statistic (LRS). There is an immediate one-to-one 
transformation between LOD scores and LRS scores (the 

table 17.3 Single-marker analysis of markers associated 
with qTLs using qGene

Marker
Chromosome or 
linkage group P value R2

E 2 <0.0001 91
F 2 0.0001 58
G 2 0.023 26
H 2 0.5701 2

Source: Nelson, J. 1997. Molecular Breeding, 3(3), 239–245.
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conversion can be calculated by: LRS = 4.6 × LOD) (Liu 1998). 
These LOD or LRS profiles are used to recognise the most pos-
sible position for a QTL in relation to the linkage map, which is 
the position where the highest LOD value is achieved. A typical 
output from interval mapping is a LOD graph, with markers 
comprising linkage groups on the x-axis and the test statistic 
(LOD scores) on the y-axis are illustrated in Figure 17.5. The 
minimum value of LOD is 2.5, which can be considered as the 
threshold limit for considering a QTL to be real. The deter-
mination of significance thresholds is most commonly accom-
plished using permutation tests. Briefly, the phenotypic values 
of the population are ‘shuffled’ while the marker genotypic 
values are held constant (i.e. all marker/trait associations are 
broken) and the QTL analysis is performed to assess the level of 
false-positive marker/trait associations (Churchill and Doerge 
1994; Haley and Anderson 1997; Hackett 2002). This process 
is then repeated (e.g. 500 or 1000 times) and the significant lev-
els can then be determined based on the level of false-positive 
marker/trait associations.
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FIGURe 17.5 Hypothetical output showing a LOD profile 
for chromosome 4. The dotted line represents the signifi-
cance threshold determined by permutation tests. The out-
put indicates that the most likely position for the qTL is near 
marker q (indicated by an arrow). The best flanking markers 
for this qTL would be q and R. (Adapted from Collard, B. C. 
Y., Jahufer, M. Z. Z., Brouwer, J. B., and Pang, E. C. K. 2005. 
Euphytica, 142(1–2), 169–196.)
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Reporting and describing QTLs detected from interval 
mapping The most common approach of reporting QTLs 
is by demonstrating the most closely linked markers in a 
table and/or bars (or oval shapes or arrows) on the linkage 
maps. The chromosomal regions marked by rectangles are 
typically the regions that exceed the significance threshold. 
Usually, a pair of markers—the most tightly linked markers 
on either side of QTLs—are also reported in a table; these 
markers are referred to as ‘flanking’ markers. The motive 
for reporting flanking markers is that selection based on two 
markers would be more reliable than selection based on a 
single marker. The rationale for the increased reliability is 
that there will be a much lower chance of recombination 
between two markers and QTL compared to the chance 
between a single marker and QTL. It should also be noted 
that QTLs can only be identified for traits of interest that 
segregate between the parents used to construct the mapping 
population. Therefore, in order to take advantage of the data 
obtained from a QTL mapping study, several criteria might 
be used for phenotypic evaluation of a single trait. QTLs that 
are identified in common regions (based on different crite-
ria for a single trait) are expected to be important QTLs for 
controlling the trait. Mapping populations can also be con-
structed based on parents that segregate for multiple traits. 
This is advantageous because QTLs controlling the different 
traits can be located on a single map. However, this is not 
always possible for many parental genotypes used to con-
struct mapping populations, because the parents may only 
segregate for one trait of interest.

Furthermore, for marker genotyping, and resultant QTL 
analysis, the same set of lines of the mapping population used 
for phenotypic evaluation must be available, which may be 
difficult with completely or semi-destructive bioassays (e.g. 
screening for resistance to necrotrophic fungal pathogens). 
In broad terms, an individual QTL may also be described as 
‘major’ or ‘minor’. This description relies on the proportion 
of the phenotypic variation explained by a QTL (based on the 
R2 value): major QTLs will account for a comparatively large 
amount (e.g. >10%) and minor QTLs will frequently account 
for <10%. Sometimes, major QTLs may refer to QTLs that 
are stable over a wide range of environments, whereas minor 
QTLs may refer to QTLs that may be environmentally sensi-
tive, especially for QTLs that are associated with disease resis-
tance (Lindhout 2002; Pilet-Nayel et al. 2002). In more strict 
terms, QTLs may be classified as: (1) suggestive; (2) significant 
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and (3) highly significant. Lander and Kruglyak (1995) sug-
gested this classification in order to ‘avoid a flood of false 
positive claims’ and also certify that ‘true hints of linkage’ 
were not missed (Lander and Kruglyak 1995). Significant and 
highly significant QTLs were given significance levels of 5% 
and 0.1%, respectively, whereas a suggestive QTL is one that 
would be expected to occur once at random in a QTL map-
ping study (in other words, there is a warning relating to the 
dependability of suggestive QTLs). The mapping program 
MapManager QTX reports QTL mapping results with this 
classification (Manly et al. 2001).

Confidence intervals for QTLs Although the map posi-
tion is that the most feasible position of a QTL at which the 
highest LOD or LRS score is detected, in fact QTLs occur 
within the confidence intervals. There are numerous ways 
by which confidence intervals can be calculated. ‘One-LOD 
support interval’ is the simplest one, which is determined by 
finding the region on both sides of a QTL peak that corre-
sponds to a decrease of 1 LOD score (Lander and Botstein 
1989; Hackett 2002). ‘Bootstrapping’, a statistical method for 
resampling, is another method to determine the confidence 
interval of QTLs (Visscher et  al. 1996), and can be effort-
lessly applied within some mapping software programs such 
as MapManager QTX.

Number of markers and marker spacing The number of 
markers required for a genetic map varies with the number 
and length of chromosomes within the organism. For the 
detection of QTLs, a comparatively thin ‘framework’ (or 
‘skeletal’ or ‘scaffold’) map with evenly spaced markers is 
adequate, and preliminary genetic mapping studies generally 
contain between 100 and 200 markers (Mohan et  al. 1997). 
However, this depends on the genome size of the species; 
for mapping species with large genomes more markers are 
desired. Darvasi et al. (1993) reported that the power of recog-
nising a QTL was effectively the same for a marker spacing of 
10 cM as for an infinite number of markers, and only slightly 
decreased for marker spacing of 20 or even 50 cM (Darvasi 
et al. 1993).

Factors influencing the detection of QTLs The key factors 
influencing the detection of QTLs segregating in a population 
are the genetic properties of QTLs that control traits, envi-
ronmental effects, population size and experimental error. 
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The genetic properties of QTLs controlling traits comprise the 
magnitude of the effect of individual QTLs. Only QTLs with 
sufficiently large phenotypic effects would be detected; QTLs 
with small effects may fall below the significance threshold of 
detection. Another genetic property is the distance between 
linked QTLs. Closely linked QTLs (~20 cM or less) will usu-
ally be detected as a single QTL in typical population sizes 
(<500). Environmental effects may have a profound influence 
on the expression of quantitative traits. Experiments that are 
replicated across sites and over time (e.g. different seasons 
and years) may enable the researcher to investigate environ-
mental influences on QTLs affecting trait(s) of interest. RI or 
DH populations are ideal for these purposes. The principal 
experimental design factor is the size of the population used 
in the mapping study. The larger the population size, the more 
accurate the mapping study and the more likely it is to allow 
detection of QTLs with smaller effects. An increase in pop-
ulation size provides gains in statistical power, estimates of 
gene effects and confidence intervals of the locations of QTLs 
(Darvasi et al. 1993; Beavis 1998). Error in phenotypic evalu-
ation and mistakes in marker genotyping are the main sources 
of experimental errors during QTL analysis. Genotyping errors 
and missing data may affect the order and distance between 
markers within the linkage maps (Hackett 2002). The phe-
notyping of the mapping population is of paramount impor-
tance for the accuracy of QTL mapping studies. A reliable 
QTL map can only be produced from reliable phenotypic data. 
Replicated phenotypic measurements can be used to improve 
the accuracy of QTL mapping by reducing background ‘noise’ 
(Danesh et al. 1994; Haley and Anderson 1997).

Confirmation of QTL Ideally, due to the factors described 
above, QTL mapping studies should be independently con-
firmed or verified. Such confirmation studies referred to as 
‘replication studies’ (by Lander and Kruglyak 1995) involve 
independent populations constructed from the same parental 
genotypes or closely related genotypes used in the primary 
QTL mapping study. Sometimes, larger population sizes may 
be used. Furthermore, some recent studies have suggested that 
QTL positions and effects should be evaluated in independent 
populations, because QTL mapping based on typical popula-
tion sizes result in a low power of QTL detection and a large 
bias of QTL effects. Unfortunately, due to constraints such as 
lack of research funding and time, and possibly a lack of under-
standing of the need to confirm results, QTL mapping studies 



423MARKER-ASSISTED BREEDING APPROACHES

are rarely confirmed and validated. Validation is a very impor-
tant aspect that needs to be taken care by the molecular mark-
ers. Some notable exceptions are the confirmation of QTLs 
associated with root-knot nematode resistance (Li et al. 2001) 
and bud blight resistance in soybean (Fasoula et  al. 2003). 
QTLs can also be confirmed by using a specific type of popula-
tion called NILs. NILs are generated by crossing a donor par-
ent (e.g. wild parent possessing a specific trait of interest) to a 
recurrent parent (e.g. an elite cultivar). The F1 hybrids are then 
backcrossed to the recurrent parents to produce first backcross 
generation (BC1). The BC1s are then repeatedly backcrossed 
to the recurrent parents for a number of generations (at least 
6–7 generations). The final BC7 will contain practically all of 
the recurrent parent genome except for the small chromosomal 
region containing a gene or QTL of interest. Homozygous F2 
lines can be obtained by self-pollinating the BC7 plants. It 
should be noted that in order to produce NILs containing tar-
get genes, the genes have to be selected for during each round 
of backcrossing. By genotyping NILs with important markers, 
and comparing mean trait values of particular NIL lines with 
the recurrent parent, the effects of QTLs could be confirmed.

Short cuts for gene/QTL mapping The construction of link-
age maps and QTL analysis require considerably more time 
and effort, and may be cost-effective. Therefore, other methods 
would be of use that can save time and money. The ‘short-cut’ 
methods that tag QTLs to discover markers are bulked seg-
regant analysis (BSA) and selective genotyping. The require-
ment of both the methods is mapping populations. BSA detects 
markers located in specific chromosomal regions (Michelmore 
et al. 1991). In the BSA method, two pools or ‘bulks’ of DNA 
samples are pooled from 10 to 20 individual plants from a 
segregating population, but these two bulks should be differ-
ent for a trait of interest. DNA bulks are made to randomise 
every loci, except for the region enclosing the gene of interest. 
Across the two bulk markers are screened. The polymorphic 
markers identified may represent markers that are linked to a 
gene or QTL of interest. The identification of linked markers by 
using BSA is given in Figure 17.6. These polymorphic markers 
are then used for the genotyping of the entire population, and 
a localised linkage map may be generated. This enables QTL 
analysis to be performed and the location of a QTL to be deter-
mined (Ford et al. 1999). Generally, BSA is used to tag genes 
controlling simple traits, but the method may also be used to 
identify markers linked to major QTLs (Wang and Paterson 
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1994). ‘High-volume’ or ‘high-throughput’ marker techniques 
(e.g. RAPD or AFLP) are generally preferred for BSA that can 
generate multiple markers from a single DNA preparation.

The selective individuals representing the phenotypic 
extremes or trials of the trait being analysed is known as selec-
tive genotyping (Foolad and Jones 1993; Lander and Botstein 
1989; Zhang et al. 2003). Individuals with phenotypic extreme 
are only used for the linkage map construction and QTL analy-
sis. The method of selective genotyping is generally used when 
phenotyping is costlier or if there are many individuals in the 
population. The main drawback of this method is that only one 
trait can be tested at a time because the individuals selected for 
extreme phenotypic values will usually not represent extreme 
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FIGURe 17.6 The preparation of DNA bulks for a simple disease resistance trait 
(a) and a quantitative quality trait (flower colour) (b). In both cases, two bulks 
(B1 and B2) are made from individuals displaying extreme phenotypic scores. (c) 
Polymorphic markers (indicated by arrows) that are identified between bulks may 
represent markers that are linked to genes or qTLs controlling the traits. Such 
markers are then used to genotype the entire mapping population and qTL analy-
sis performed. (Adapted from Tanksley et al., 1995. Trends in Genetics, 11, 63–68.)
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phenotypic values for other traits and it is not proficient in deter-
mining the effects of QTLs (Tanksley 1993). In addition, only 
interval mapping can be used for the QTL detection because 
the phenotypic effects would be extremely overvalued in case 
of single-point analysis (Lander and Botstein 1989).

The trait governed by a single gene or by a gene that accounts 
for a high proportion of the phenotypic variance could be sig-
nificantly transferred from donor to recipient line. Since long 
time, traditional backcross breeding programmes were per-
formed for introgressing the qualitative traits on the assumption 
that the proportion of the recurrent parent genome is recovered 
at a rate of 1–(1/2)t+1 for each t generations of backcrossing. 
Thus, 96.9% recovery of recurrent parent genome is expected 
after four backcrosses. The deviation from this expectation is 
entirely due to chance and linkage between the genes from 
the donor parent being selected for with nearby genes. A good 
example of the surprising amount of linkage drag that accom-
panies backcross breeding programmes was reported by Young 
and Tanksley in 1989, who genotyped the chromosome carry-
ing the tomato mosaic virus (Tm2) disease-resistance gene in 
several tomato cultivars that were developed by introgressing 
the gene from a wild relative, Lycopersicon peruvianum via 
backcross breeding. They found that even cultivars developed 
after 20 backcrosses contained introgressed segments as large 
as 4 cM and one cultivar developed after 11 backcrosses still 
contained the entire chromosome arm carrying the gene from 
the donor parent. A minimum of six backcross generations 
would normally be required to recover 99% of the recurrent 
parent genome, for the transfer of a single dominant gene. This 
procedure is too lengthy, particularly in the perspective of the 
competitive nature of modern hybrid breeding programmes, 
where the turnover times for new lines and hybrids are fast.

Marker-assisted selection Selecting a phenotype after 
manipulating genomic regions that are involved in the appear-
ance of that phenotype through molecular marker is known 
as marker-assisted selection. With the advent of an array of 
molecular tools and techniques, and subsequently reasonably 
dense molecular genetic maps in various crop plants, marker-
assisted selection has become feasible for traits both governed 
by major genes and QTLs. It may greatly increase the efficiency 
and effectiveness of selection in modern plant breeding through 
the precise transfer of genomic regions of interest and by fast 
recovery of recurrent parent genome compared to conventional 

Conventional 
breeding and 
marker-assisted 
backcrossing
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breeding methods. In general, the success of a marker-based 
breeding system depends on four main factors: (i) a definite 
genetic map with an adequate range of uniformly spaced poly-
morphic markers to accurately locate desired QTLs or major 
factor(s); (ii) close association between the QTL or a significant 
gene of interest and adjacent markers; (iii) Adequate recombi-
nation between the markers and remainder of the genome; and 
(iv) a capability to analyse a larger range of plants in a time- 
and cost-effective manner. The success of MAS depends on the 
association of the markers with various factor of interest. There 
are three sorts of relationships between the markers and vari-
ous genes that could be distinguished:

 1. Marker is found inside the gene of interest, which is the 
most favourable state of affairs for MAS and during 
this case, it might be ideally mentioned as gene-assisted 
selection. This might be notably helpful for traits that 
have laborious or time-consuming phenotypic screening 
procedures. Whereas this type of relationship is the most 
preferred one, it is also tough to search out this type of 
allele-specific markers. For example, SSR markers are 
designed using the available nucleotide sequence infor-
mation for the opaque2 allele that confers high lysine 
and tryptophan content within the maize kernel. This has 
offered an efficient means of tracking the opaque2 allele 
in breeding for nutritionally superior maize genotypes, 
since the marker is found inside the gene sequence itself 
and co-segregates with the target gene.

 2. The marker is not in linkage equilibrium (LE) with the 
gene of interest throughout the population, called LD. 
LD is the tendency of certain combination of alleles to 
be inherited together. Once markers and genes of interest 
are physically close to each other, population-wide LD 
may be found. The selection using these markers might 
be referred to as LD-MAS.

 3. The marker is in LE with the gene of interest through-
out the population, that is the most tough and difficult 
situation for applying MAS. However, in most cases, 
particularly for the inheritable traits, the target gene(s) 
inside a QTL has not been characterised at the molecular 
level. Therefore, the genomic regions to be selected using 
MAS are usually chromosome segments carrying QTLs 
in case of polygenic traits. It is desirable either to have 
two polymorphic DNA markers flanking the target gene 
(or a QTL), or a marker inside a QTL (if the chromosome 
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segment is more than 20 cM) to eliminate the chance of 
genotypes presenting a double recombination between 
the two flanking markers. Depending on the character of 
the genomic region (cloned factor, major or minor QTL) 
involved within the expression of a target trait and the 
range of selected QTLs or genomic regions that require 
to be manipulated, many MAS schemes have been pro-
posed that will be discussed later.

In the context of MAS, DNA-based markers may be effec-
tively utilised for two basic purposes: (i) identifying favourable 
allele(s) (dominant or recessive) across generations and (ii) trac-
ing the most appropriate individual(s) among the segregating 
progeny, based on allelic composition across a part of or the 
whole genome. The fundamental advantages of MAS over con-
ventional phenotypic selection are as follows:

• Target alleles that are difficult to score phenotypically 
and environmentally sensitive and cost and time ineffec-
tive is selected with the assistance of markers. Therefore, 
marker-assisted selection is easier than phenotypic selec-
tion or screening procedure. Classical examples of traits 
that are difficult and laborious to measure are cereal cyst 
nematode and root lesion nematode resistance in wheat 
(Eagles et  al. 2001; Eastwood et  al. 1991; Zwart et  al. 
2004). Other examples are quality traits that usually need 
expensive screening procedures.

• DNA markers enable early selection for traits that are 
expressed in later developmental stages because plants 
can be screened early at the seedling stage or as seeds. 
Thus, undesirable plant genotypes are quickly elimi-
nated. This might have tremendous advantages in rice 
breeding as a result of typical rice production practices 
that involve sowing pre-germinated seeds and transplant-
ing seedlings into rice paddies, making it easy to trans-
plant solely selected seedlings to the main field.

• Many traits that could not be selected on single plant basis 
by conventional phenotypic screening strategies because 
of environmental errors are selected with the help of 
molecular markers. Co-dominant markers in MAS will 
discriminate between homo and heterozygous plants for 
a few traits by individual plant selection that is not pos-
sible by conventional phenotypic screening methodology. 
These advantages of MAS can be exploited by breeders 
to accelerate the breeding method. This might facilitate 
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certain traits to be ‘fast-tracked’, leading to faster line 
development and variety release. Markers may be used 
to reduce the time for phenotyping that permits selection 
in off-season nurseries making it a lot of cost and time 
effective to grow more generations per year (Ribaut and 
Hoisington 1998).

Another benefit from MAS is that the total number of lines 
that need to be phenotypically tested can be reduced early 
in the breeding scheme, which permits more efficient use of 
glasshouse and/or field space, which is often limited because 
only important breeding material is maintained. Despite hav-
ing these potential advantages over conventional breeding, 
a marker will not necessarily be useful or more effective for 
every trait and they require a substantial investment in time, 
money and resources for their development. For many traits, 
effective phenotypic screening methods already exist and 
these will often be less expensive for selection in large popu-
lations. However, when whole-genome scans are being used, 
even these traits can be selected for if the genetic control is 
understood.

Foreground selection and background selection In marker-
assisted selection, molecular markers are increasingly being used 
to trace the presence of target genes (foreground selection), fur-
ther so as to speed up the recovery of the recurrent parent genome 
(background selection) in backcross programmes. Conventional 
backcrossing in plant breeding is employed to introgress favour-
able traits from a donor plant into a recurrent parent. During this 
continual crossing procedure, large segment of donor genome 
containing some undesirable gene along with target allele addi-
tionally is introduced into recurrent parent genome and recon-
struction of recurrent parent genome needs a minimum of six 
backcross generations. So as to minimise this linkage drag, 
marker assay is advantageous. A marker is employed in terms of 
marker-assisted backcrossing to either mark out the target gene 
or to recover the recurrent parent genotype to enhance the effi-
ciency of backcross breeding. Conventional backcross breeding 
programmes needs extra selfing generations after every back-
cross generation for the transfer of recessive genes that reduces 
the effectiveness of most conventional breeding processes. 
Melchinger has effectively used marker-assisted foreground 
selection for introgression of disease-resistance genes by present-
ing a priori approach for calculating the minimum range of indi-
viduals and family size needed in recurrent backcrossing. Still, 
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because of lack of allele-specific markers, practical examples 
of this approach in plant breeding are limited. One successful 
example is the conversion of traditional maize lines into quality 
protein maize (QPM) through marker-assisted transfer of a reces-
sive mutant allele, opaque2, and using allele-specific molecular 
markers. In animal breeding, an array of allele- specific markers 
has been available facilitating the applications of this approach on 
a commercial scale to eliminate disease and stress-susceptibility 
genes. ‘Marker-assisted background selection’, a term coined by 
Hospital and Charcosset in 1997, was initially proposed by Young 
and Tanksley (1989), and experimented by numerous research-
ers. This strategy has been extensively used in commercial maize 
breeding programmes, particularly for the selection of lines car-
rying transgenes conferring herbicide tolerance or insect resis-
tance. Within the background programme, several parameters 
need to be optimised. Flanking markers for the target allele are 
essential to get rid of linkage drag. The optimal distance between 
the target gene and flanking markers govern the selection inten-
sity that will be exerted. The equations given by Hospital and 
Charcosset (1997) and Frisch and Melchinger (2005) are useful 
in determining the quantity of BC plants that need to be gener-
ated and typed with a special set of flanking markers. Variety of 
gene/marker associations are reported in crop plants that may 
probably be used in MAS strategies.

Most of the traits of agronomic importance are complex and 
controlled by many genes. Improvement of such traits through 
MAS could be an advanced endeavour, unlike the case of 
merely inheritable traits. The genetic quality of quantitative 
trait creates difficulty in their manipulation mainly because of 
the quantity of genes involved in their expression and interac-
tions among genes (epistasis). Since many genes are involved 
in the expression of a quantitative trait, these genes, in gen-
eral, have smaller individual effects on the phenotype, and 
the effect of the individual genes are not simply identifiable. 
This needs repetitions of field tests to characterise the exact 
results of QTLs and to evaluate their stability across envi-
ronments. Assessment of QTL by environment interaction 
(Q × E) continues to be a serious limitation on the efficiency 
of MAS. Furtrhermore, epistatic interaction among totally 
 different regions of a genome will induce a skew evaluation 
of QTL effects. Also, if the genomic regions concerned in the 
interactions are not incorporated in the selection scheme, they 
will probably bias the selection process. Despite the explosion 
of QTL mapping experiments in recent years, a number of 
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constraints have imposed severe limitations on efficient utilisa-
tion of QTL mapping information in plant breeding through 
MAS. Salient among these constraints are

 1. Identification of a limited number of major ‘QTLs with 
more phenotypic variance controlling specific traits

 2. The notion that QTL identification is required whenever 
additional germplasm is used

 3. Inadequacies/experimental deficiencies in QTL analysis 
resulting due to either overestimation or underestimation 
of the number and effects of QTLs

 4. Lack of universally valid QTL marker associations appli-
cable over different sets of breeding materials

 5. Strong QTL–environment interaction; and difficulty in 
precisely evaluating epistatic effects

Increasing the potency of MAS for quantitative traits need 
improved field experimentations/designs, robust mathematical 
models and comprehensive statistical methods. As an exam-
ple, with composite interval mapping (CIM), field data from 
different environments are often integrated into a joint analy-
sis to evaluate the Q × E interactions; thus, enabling identi-
fication of stable QTLs across environments. Besides, with 
a detailed linkage map, CIM permits an explicit identifica-
tion of the QTL in the genome and better identification of 
linked QTL (in coupling phase) from the identical parental 
line (Babu et al. 2004).

Favourable QTL from even a phenotypically inferior paren-
tal line (in repulsion phase) also can be effectively identified and 
utilised by DNA-based markers. Tanksley and Nelson (1996) 
proposed an advanced backcross-QTL (AB-QTL) approach for 
enhancing the QTL mapping in tandem with MAS. This analysis 
involves crossing between elite germplasm and unadapted gen-
otype/wild relatives with favourable genes/QTLs, followed by 
two generations of backcrossing for developing several hundred 
sibling lines. These lines, each containing different genomic 
segments of the wild relative/unadapted genotype, are then 
genotyped using DNA markers. In effect, these lines become 
a set of NILs that individually dissect the effects of potential 
QTL in the background of the elite parent. At the same time, 
the BC lines additionally give comparatively mounted mate-
rial for an essential step of replicated phenotypic evaluations. 
The core of this approach—revealing and accessing the desir-
able alleles from wild relatives or unadapted  genotype—indi-
cates that QTL mapping can go hand-in-hand with MAS rather 
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than as sequential steps. QTL/marker associations, however, 
need to be tattered through more intensive research efforts. It 
would be essential to find out whether extremely tight linkages 
between marker loci and QTL may lead to highly conserved 
allele associations. If so, observation of change in marker allele 
frequency in long-term selection experiments or determination 
of markers that explain significant portions of the combining 
ability variance in diallel or factorial crosses might reveal uni-
versally applicable markers. Another approach would be to per-
form QTL analyses in genetically broad-based random mating 
populations by means of extremely saturated integrated genetic 
marker maps. Direct QTL-allele-specific markers (such as 
STS markers derived from cloned QTL alleles) are needed for 
maximal efficiency of MAS. Even though success in terms of 
cloning of QTL alleles is very limited, map-based cloning and 
candidate gene approaches would increasingly facilitate isola-
tion and characterisation of agronomically significant QTLs, 
owing to the fast advancement being made in genome sequenc-
ing of many plants. Cloning of genetic determinants of QTLs 
is anticipated to bridge the missing link in our understanding 
of the association among genotype and phenotype (Geiger and 
Welz 1999).

MAS for drought stress tolerance in maize: CIMMYT inves-
tigators have made substantial efforts throughout the past three 
decades for augmentation of pre- and post-flowering drought 
tolerance in maize and up to certain limits, energetic signifi-
cant progress has been achieved for cultivating drought tol-
erance in CIMMYT maize germplasm through conventional 
breeding, but still, the approach is slow and long. To accel-
erate the breeding procedure, molecular markers and QTL 
information based on precisely managed replicated tests have 
been used to show the potential to improve the issues related 
to inconsistent and unpredictable onset of moisture stress or 
the confounding impact of different stresses such as heat. For 
this, first of all, a complex trait of drought tolerance was coun-
teracted into simpler components, such as an anthesis-silking 
interval, that are closely associated with drought tolerance. 
After that, CIMMYT conducted a series of experiments on 
QTL analysis and MAS for transfer of drought tolerance to 
tropical maize, and obtained encouraging results. An associ-
ate integrated strategy of QTL-mapping, MAS and functional 
genomics are currently being employed to additionally provide 
genomic information and tools to commendably complement 
conventional selection for rising drought stress tolerance in 
maize (Bänziger 2000).
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Transfer of specific favourable alleles at a target locus from a 
donor line to a recipient line with marker assistance is the basic 
strategy of BC/MAS system. The employment of DNA markers 
will increase the rapidity of the selection process by separation 
of progeny at the genotypic level in every generation. In a wide 
range, the BC scheme targets either at complete or partial line 
conversion. Complete line conversion involves development of a 
line that has precisely the same genetic composition as the recipi-
ent line, excluding target loci where the presence of homozygous 
alleles from a donor line is anticipated. The objective of partial 
line conversion is to develop a line that will have a small pro-
portion of the scattered donor genome over its genome (recipi-
ent parent) along with desirable homozygous alleles of the target 
gene. Numerous factors influence the efficiency and effective-
ness of a BC/MAS scheme like the number of target genes, the 
distance between the flanking markers and also the target gene 
(2–20 cM), and similarly the variety of genotypes designated in 
every BC generation. Relying upon the objectives, the experi-
mental design for line conversion through BC/MAS desires has 
to be designed based on the obtainable resources, the nature of 
the germplasm (e.g. agronomical quality and variety of lines to 
be improved) and technical options available at the marker level. 
As soon as the number of target genes to be transferred are out-
lined, a future step would be to work out the population size that 
must be screened at every generation, giving a target-selectable 
population size of 50–100 genotypes. Henceforth, one ought to 
confirm the fascinating recombination frequency between the 
flanking markers and the target. Also the number of genotypes 
designated at each generation supported the target and also the 
constraints of the experiment. The number of BC generations 
required to accomplish the introgression can be foreseen based on 
simulations. Whereas resources are limited or introgression from 
a donor line into an outsized range of recipient lines is desired, 
strategies based on BC/MAS at one target locus exclusively at 
one advanced BC generation should be considered. Selection in 
later generations is additionally helpful because the ratio of the 
standard deviation of the mean of the donor genome contribution 
increases as the backcrossing proceeds. The backcross procedure 
can be finished after four, rather than six, backcross generations, 
even with small population sizes and limited number of marker 
data points (MDP). Therefore, the marker technology is useful 
even when the resources in a very breeding programme are lim-
ited. MAS has the potential to recover a maximum proportion 
of recurrent parent genomes up to BC3 generation, which is not 
attainable via a typical backcross breeding process (the same 
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level of the recurrent parent genome (RPG) as reached in BC7). 
Nevertheless, for this, large numbers of MDP and more efficient 
marker systems are required. In the above scheme, the screening 
of the whole population has to be conducted at least once at the 
beginning of each BC generation; therefore, it is essential to spot 
the foremost convenient set of markers for the allele(s) of interest. 
With the population size running into hundreds or thousands, 
such screening can be laborious and expensive. However, this 
can be optimised by using an appropriate combination of DNA 
markers. With the recent advances in molecular technology, par-
ticularly SNPs, a substantial improvement within the capability 
of expeditiously screen larger populations can be achieved (Babu 
et al. 2004).

Computer simulation has provided a robust tool for analysing 
the planning and potency of MAS programme. Three different 
selection strategies in a marker-assisted background selection 
programme, namely two-step, three-step and four-step, which, 
were compared by computer simulation in terms of faster 
recovery of an outsized proportion of the RPG. The simulations 
were based on maize genetic map (n = 10) with markers spaced 
about 20 cM apart and with the assumption that the target locus 
could be scored directly either through phenotype or a marker 
completely linked to the target gene. Major conclusions from 
this simulation experiment are as follows (Babu et al. 2004):

 1. A four-stage sampling strategy that includes (a) select-
ing individuals carrying the target allele; (b) selecting 
individuals homozygous for recurrent parent genotype at 
loci flanking the target locus; (c) selecting the individuals 
homozygous for recurrent parent genotype at the remain-
ing loci on the same chromosome as the target allele; 
and (d) selecting one individual that is homozygous for 
the recurrent parent genotype at most loci (across whole 
genome) among those that remain, is the most efficient 
procedure in general.

 2. With the four-stage sampling strategy and reasonable 
population size (50–100), one can expect to find BC3 
progeny with at least 96% RPG with 90% probability. It 
would take six generations of traditional backcrossing to 
reach this stage, besides the risk of a larger probability of 
linkage drag around the target gene.

 3. Increasing the number of markers genotyped at each 
generation had little effect. Once the threshold of one 
marker per 20 cM is reached, additional markers (except 
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perhaps around the target locus) would not be required. 
The frequency of recombination, and not the quantity 
of markers, is an additionally significant limiting factor 
in reducing linkage drag, which proposes that sampling 
larger populations with fewer markers makes more sense 
than the reverse.

Single large-scale MAS In the single large-scale MAS strat-
egy, the recipient genotypes which were locally well adapted 
with good yield characteristics are selected for the MAS to intro-
gress the genes responsible for the target trait to be improved. 
The donor parent should be selected in such a way that it should 
show the polymorphism to the targeted gene. Then the donor 
and recipient parental lines are used for crossing to generate 
segregating populations. A genomic region of interest for each 
parental line is identified by combining favourable alleles in the 
segregating populations (e.g. F3 families and RILs). Foreground 
selection is conducted on these large-scale segregated popula-
tions for the targeted alleles of genomic regions with the help of 
molecular markers. It offers a few advantages over other strate-
gies, namely, (1) it is more suitable for gene pyramiding of two 
or more cloned genes or QTLs, (2) it assures good allelic vari-
ability for further line development in different environmental 
situations and (3) no pressure of selection is required (Babu 
et al. 2004).

Pedigree MAS The pedigree MAS strategy is particularly 
suitable to those crops where pedigree of germplasm is avail-
able. These selective genotypes must be characterised at the 
molecular level for their effective utilisation in the breed-
ing programmes. At each segregating generation, along with 
foreground selection, phenotypic selection is also conducted 
to identify the desirable genotypes with gene of interest for a 
trait. Then the molecular markers which were closely linked to 
the trait of interest can be used to enhance fixation of favour-
able alleles in the next generations (offspring 1 and offspring 
2). This MAS strategy was suggested to be most efficient when 
conducted on F2 or F3 segregating populations (Babu et  al. 
2004).

Precautions to be followed during MAS In recent years, 
molecular marker technologies such as MAS are found to be 
a supplemental technology for traditional breeding strategies, 
to achieve genetic gains with greater speed and precision. 
Although MAS is currently used more commonly for simply 
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inherited traits than for polygenic traits, with the development 
and introduction of reliable PCR-based markers such as SSRs 
and SNPs, in several crop plants, efficiency of genotyping 
large populations or breeding materials have been significantly 
increased. Through crop genomics research, marker-assisted 
foreground selection is already gaining rapid momentum as 
allele-specific markers on a number of agronomically important 
traits (Collard and Mackill 2008). The assurance of MAS for 
improving polygenic traits in a quick time-frame and in a cost-
effective manner is still elusive. There is a wider appreciation 
that by simply indicating that a complex trait can be dissected 
into QTLs and mapped to approximate genomic locations using 
DNA markers would not serve the ultimate goal of plant trait 
improvement. According to Young, research on quantitative 
traits need to employ larger population sizes, multiple replica-
tions, better scoring methods and environments, appropriate 
quantitative genetic analysis, various genetic backgrounds and, 
whenever possible, independent verification through advanced 
generations or parallel populations. The MAS strategies may 
put more emphasis on reducing the number of crosses and sim-
ple selection steps to maximise their impact in the agriculture 
(Collard and Mackill 2008).

In the present scenario, ‘functional genomics’ is making rapid 
changes for dissecting the function of genes through genome-
wide experimental approaches. The tools such as DNA chips, 
microarrays and expressed sequence tags aid in the quantitative 
estimation of RNA levels. These RNA expression profiles will 
help the breeders in selecting the better genotypes with desired 
gene influencing a trait (Collard and Mackill 2008).

In the future, a greater coordination is required between 
the workers of molecular breeders and quantitative geneticists 
to build up and validate hypotheses involving complex gene 
interactions. Bioinformatics also plays an important role in 
facilitating these two branches. Thus, by integrating functional 
genomics, bioinformatics and molecular breeding may cre-
ate fundamental revolutions in varietal improvement of crops. 
Solutions to the above-mentioned obstacles of MAS need to 
be developed in order to achieve a greater impact. The follow-
ing points need to be considered for high efficiency of marker-
assisted selection (Collard and Mackill 2008).

• The workers of conventional breeding and molecular 
breeders should work collectively to bridge the gap.

• QTL mapping studies need to be implemented very care-
fully, and QTLs with high LOD with greater phenotypic 
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variance under multiple environments should be selected 
for MAS programmes.

• Optimisation of methods used in MAS such as DNA 
extraction and marker genotyping, especially in terms of 
cost reduction and efficiency.

• Efficient system for data storage, and more efficient 
computer simulation programmes may be developed 
to maximise genetic gain and minimise costs (Kuchel 
et al. 2005).

17.5 Conclusions

For a long time, plant breeders have played an important role 
in the crop improvement programmes for generating new 
improved varieties. It seems clear that the current breeding pro-
grammes continue to make progress through commonly used 
breeding approaches. MAS could greatly assist plant breeders 
in reaching this goal although, to date, the impact on variety 
development has been minimal. For an effective use of MAS 
techniques for varietal improvement, there should be a greater 
integration and cooperation between the breeders and molecu-
lar biotechnologists to bridge the gap that exists presently as 
a barrier in the development of new improved varieties. The 
exploitation of the advantages of MAS relative to conventional 
breeding could have a great impact on crop improvement. The 
high cost of MAS will continue to be a major obstacle in its 
adoption for some crop species and plant breeding in develop-
ing countries in the near future. Specific MAS strategies may 
need to be tailored to some crops where the breeding is dif-
ficult and it should also be cost-effective. New marker technol-
ogy can potentially reduce the cost of MAS considerably. If the 
effectiveness of the new methods are validated and the equip-
ment can be easily obtained, this should allow MAS to become 
more widely applicable for crop breeding programmes.
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Abstract

Microorganisms found in the soil are vital to many of 
the ecological processes that sustain life, such as nutrient 
cycling, decay of plant matter, consumption and produc-
tion of trace gases, and transformation of metals (Panikov, 
1999). Although climate change studies often focus on 
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life at the macroscopic scale, microbial processes can sig-
nificantly shape the effects that global climate change has 
on terrestrial ecosystems. According to the International 
Panel on Climate Change (IPCC) report (2007), warm-
ing of the climate system is occurring at unprecedented 
rates and an increase in anthropogenic greenhouse gas 
concentrations is responsible for most of this warming. 
Soil microorganisms contribute significantly to the pro-
duction and consumption of greenhouse gases, including 
carbon dioxide (CO2), methane (CH4), nitrous oxide (N2O) 
and nitric oxide (NO), and human activities such as waste 
disposal and agriculture have stimulated the production of 
greenhouse gases by microbes.

18.1 Introduction

From the primary molecules of oxygen formed by oceanic cya-
nobacteria ~3.5 billion years back to the methanogens luxuri-
ating in the warm, carbon-rich swamps of the Carboniferous 
period, microbial processes have long been the key drivers of, 
and responders to, climate change Schopf and Packer (1987). It 
is widely accepted that microorganisms have played a key part 
in determining the atmospheric concentration of greenhouse 
gases, including CO2, CH4 and nitrous oxide N2O (which have 
the greatest impact on radioactive forcing), throughout much 
of Earth’s history. What is more open to debate is the part that 
they will play in the coming decades and centuries, the cli-
mate feedbacks that will be important, and how humankind 
might harness microbial processes to manage climate change. 
The feedback responses of microorganisms to climate change 
in terms of greenhouse gas flux may either amplify (positive 
feedback) or reduce (negative feedback) the rate of climate 
change. With the twenty-first century projected to experience 
some of the most rapid climatic changes in our planet’s history, 
and with biogenic fluxes of the main anthropogenic green-
house gases being tied integrally to microorganisms, improv-
ing our understanding of microbial processes has never been 
so important.

In terrestrial ecosystems, the response of plant communities 
and symbiotic microorganisms, such as mycorrhizal fungi and 
nitrogen-fixing bacteria, to climate change is well understood; 
both in terms of physiology and community structure (Bardgett 
et al., 2009). However, the response of the heterotrophic micro-
bial communities in soils to climate change, including warming 
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and altered precipitation, is less clear. This is a crucial factor, 
as it determines the nature and extent of terrestrial ecosystem 
feedback responses. However, understanding the responses of 
microbial communities to climate change is complicated by the 
vast and largely unexplored diversity of microbiota found in the 
terrestrial environment, for which only a few examples of food 
webs have been fully constructed (Morgan, 2002). Also, dif-
ferent terrestrial ecosystems comprise different microbial com-
munities, and this is further compounded by the effects of land 
use, other disturbances (such as management practices) and dif-
ferent biogeographical patterns (distribution of microbial com-
munities over space and time).

18.2 Greenhouse gas emissions by microbial control

Understanding the physiology and dynamics of microbial com-
munities is essential if we are to increase our knowledge of 
the control mechanisms involved in greenhouse gas fluxes 
(Schimel and Gulledge, 1998; Allison et al. 2010). This topic 
has received little attention owing to the assumption that micro-
bial community structure has little relevance to large-scale eco-
system models (Schimel, 1995) and to the lack of theoretical 
background and technologies to measure the vast diversity of 
microbial communities in natural environments and to deter-
mine their link to ecosystem functioning. Nevertheless, recent 
advances in molecular techniques and their application to the 
characterisation of the so-called uncultivable microorganisms 
have started to provide an improved understanding of microbial 
control of greenhouse gas emissions.

In the global carbon cycle, annual emissions of CO2 from the 
burning of fossil fuels are dwarfed by the natural fluxes of CO2, 
to and from the land, oceans and atmosphere. Current levels of 
atmospheric CO2 depend largely on the balance between pho-
tosynthesis and respiration. In oceans, photosynthesis is pri-
marily carried out by phytoplankton, whereas autotrophic and 
heterotrophic respiration return much of the carbon taken up 
during photosynthesis to the dissolved inorganic carbon pool 
(Del Giorgio and Duarte, 2002; Arrigo, 2005). For terrestrial 
ecosystems, the uptake of CO2 from the atmosphere by net 
primary production is dominated by higher plants, but micro-
organisms contribute greatly to net carbon exchange through 
the processes of decomposition and heterotrophic respiration, 
as well as indirectly, through their role as plant symbionts or 

Carbon dioxide 
gas
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pathogens and by modifying nutrient availability in the soil 
(van der Heijden et al., 2008).

Approximately 120 billion tonnes of carbon are taken 
up each year by primary production on land (Hymus and 
Valentini, 2007) and ~119 billion tonnes of carbon are emit-
ted, half by autotrophic (mainly plant) respiration and half 
by heterotrophic soil microorganisms (Reay and Grace, 
2007). Together, the land and oceans constitute a net sink 
of ~3 billion tonnes of carbon each year, effectively absorb-
ing about 40% of the current CO2 emissions from fossil fuel 
use (Figure 18.1). In addition, 1–2 billion tonnes of carbon 
are added to the atmosphere each year (Drigo et al., 2007) 
through changes in land use (predominantly tropical defores-
tation). Furthermore, because soils store ~2000 billion tonnes 
of organic carbon, their disturbance by agriculture and other 
land uses can greatly stimulate the rates of organic matter 
decomposition and net emissions of CO2 to the atmosphere 
(Smith, 2008a,b). For example, deep ploughing or drainage 
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of organic, carbon-rich soils is known to stimulate rates of 
decomposition and respiration, because it gives microor-
ganisms a greater access to both buried organic carbon and 
oxygen (Smith, 2008b). Through such cultivation and distur-
bance, soils are estimated to have already lost 40–90 billion 
tonnes of carbon since human intervention began (Lal, 1999). 
Although these responses are mediated by microbial activity, 
it is generally thought that changes in the structure and diver-
sity of terrestrial microbial communities will have little effect 
on CO2 production at the ecosystem level because, unlike CH4 
and N2O production, CO2 production results from numerous 
microbial processes Staddon et al. (2004). However, recent 
findings have challenged this assumption by providing evi-
dence of a direct link between CO2 fluxes and changes in the 
structure and physiology of the microbial community (Carney 
et al., 2007).

A prime cause of this uncertainty is the inherent complex-
ity and diversity of soil organic matter and the likelihood that 
the temperature dependence of microbial decomposition of 
soil carbon compounds of differing chemical composition 
and substrate quality will vary (Rillig et al., 2002; Davidson 
and Janssens, 2006). For example, there is evidence that the 
temperature sensitivity of litter decomposition increases as 
the quality of organic carbon consumed by microbes declines 
(Fierer et al., 2005), which is consistent with kinetic theory 
and indicates a greater temperature sensitivity for decompo-
sition of recalcitrant carbon pools (Knorr et al., 2005). There 
is also a considerable potential for various environmental 
constraints, such as physical and chemical protection of 
organic matter, to decrease substrate availability for micro-
bial attack, thereby dampening microbial responses to warm-
ing (Davidson and Janssens, 2006).

Similar to CO2 and CH4 emissions, global N2O emissions have 
a predominantly microbial basis. Natural and anthropogenic 
sources are dominated by emissions from soils, primarily as 
a result of microbial nitrification and denitrification (Reay 
and Grace, 2007). For each tonne of reactive nitrogen (mainly 
fertiliser) deposited on the Earth’s surface, either naturally or 
deliberately, 10–50 kg are emitted as N2O (Crutzen, 2007). 
Several studies have been carried out to distinguish the relative 
contributions of nitrification and denitrification to net N2O flux, 
although little is known about the degree of microbial control of 
these processes at the ecosystem level (Figure 18.1). Most N2O 
produced by nitrification is a result of the activity of autotrophic 
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ammonia (NH3)-oxidising bacteria, belonging to the class beta-
proteobacteria (Teske, 1994). However, recent studies suggest 
that some archaea also have an important role in nitrification 
(Leininger, 2006), although their relative contribution to this 
process is still debated.

By contrast, denitrification is a multistep process in which 
each step is mediated by a specific group of microorganisms 
that have the enzymes necessary to catalyse that particular 
step. The production of N2O is typically the result of incom-
plete denitrification. Denitrifying activity is distributed among 
phylogenetically diverse bacterial populations, although each 
denitrifying enzyme catalysing a specific step in the process 
(e.g. nitrate reductase) is highly conserved genetically (Ye 
et al., 1994). A recent study provided direct evidence of a strong 
link between denitrifying bacterial communities and the rate of 
N2O emission from soils (Salles et al., 2009).

Global emissions of CH4 are arguably even more directly con-
trolled by microorganisms than emissions of CO2. Natural 
emissions (~250 million tonnes of CH4 per year) are dominated 
by microbial methanogenesis, a process that is carried out by 
a group of anaerobic archaea in wetlands, oceans, rumens and 
termite guts. However, these natural sources are exceeded by 
emissions from human activities (mainly rice cultivation, land-
fill, fossil fuel extraction and livestock farming) (~320 million 
tonnes of CH4 per year), which aside from some emissions 
from fossil fuel extraction are also predominately driven by 
microorganisms Mclain and Ahmann (2008). Methanotrophic 
bacteria serve as a crucial buffer to the huge amounts of CH4 
produced in some of these environments. The so-called low-
affinity methanotrophs (active only at a CH4 concentration of 
>40 parts per million; also called type I methanotrophs), which 
mainly belong to the class Gammaproteobacteria, can often 
consume a large proportion of the CH4 produced in soils before 
it escapes to the atmosphere. For CH4 already in the atmo-
sphere, methanotrophic bacteria may also act as a net CH4 sink. 
The so-called ‘high-affinity’ methanotrophs (active at a CH4 
concentration of <12 parts per million), which mainly belong to 
the class Alphaproteobacteria (also known as type II methano-
trophs), remove approximately 30 million tonnes of CH4 from 
the atmosphere each year (Reay and Grace, 2007).

Currently, soils contain about 2000 Pg of organic carbon, which 
is twice the amount of carbon in the atmosphere and thrice the 
quantity found in vegetation (Smith, 2004). The capacity of 
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different land types (e.g. woodland, pasture and arable land) to 
store carbon differs, and it has been suggested that land use can 
be managed to sequester a further 1 Pg of carbon per year in 
soils (Houghton, 2007); this potential has received considerable 
scientific attention (Lal, 2008). However, this may not be eas-
ily achievable on a global scale owing to the complex biological 
mechanisms that control the incorporation of organic carbon into 
soil, as well as the influence of changing abiotic factors, such as 
moisture, temperature, land use and nitrogen enrichment, which 
also affect soil carbon pools (Six et al., 2006; Smith et al., 2008). 
Forest soils are considered to be especially effective at storing 
carbon, in part because of a high abundance of fungi in the soil 
relative to bacteria, which favours carbon sequestration (Bailey 
et  al., 2002; De Deyn et  al., 2008; Busse, 2009; Castro et  al., 
2010).

To manage the soil microbial communities to increase car-
bon sequestration, it will be important to understand their ecol-
ogy and function. This is a challenge in itself, because of our 
inability to characterise the species diversity and function of 
soil microbial communities and our lack of theoretical prin-
ciples in microbial ecology, such as the definition of a species 
and the factors driving community formation and structure 
(Castro et al., 2010). Nevertheless, there is some evidence that 
bacteria can be categorised on the basis of their carbon miner-
alisation capacity and can be divided into copiotrophic (char-
acterised by high growth rates on labile carbon and dominant 
in nutrient-rich environments) and oligotrophic (slow-growing 
and dominant in nutrient-limited ecosystems) species (Fierer 
et al., 2007). It has been suggested that the acidobacteria are 
oligotrophic, whereas the proteobacteria and the actinobacteria 
form copiotrophic communities.

One may disagree that manipulating land use (e.g. changing 
from arable land to forestry) and land management practices 
(e.g. using low-nitrogen-input agriculture) may promote the 
growth of oligotrophic communities. However, the ecological 
strategies of other dominant microbial taxa need to be under-
stood. It is true that not all taxa in a phylum will be either copi-
otrophic or oligotrophic (Allison and Treseder, 2008) and, thus, 
phyla alone may not be a predictor of carbon loss from the soil 
(Fierer et al., 2007). It is therefore essential that we use rapidly 
developing technologies such as high-throughput sequencing 
to better understand soil microbial diversity. Moreover, emerg-
ing technologies such as metagenomics, metatranscriptomics, 
metaproteomics and stable-isotope probing (SIP) must be used 
to examine the physiological abilities and roles of individual 
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taxa in a given ecosystem Bardgett et al. (2008). Only then can 
we begin to predict whether a particular soil is a net carbon 
emitter or sink based on microbial ecology.

This approach can be further expanded by combining 
metagenomics with SIP to find out the specific functions of 
a microbial population in a community. Future work should 
attempt to use this approach to differentiate between popu-
lations that use labile carbon and those that promote carbon 
sequestration. In agriculture, the often large losses of soil 
organic carbon owing to cultivation can be reduced by low- and 
no-tillage practices, which favour soil communities dominated 
by fungi (Castro et al., 2010); such agroecosystems prevent the 
increase in microbial decomposition and respiration.

Our understanding of the microbiology of greenhouse gas 
cycling is more complete for CH4 than for CO2 or N2O, as the 
pathway is simple and specialised microorganisms are involved. 
However, many of the above uncertainties also apply to the 
management of terrestrial CH4 fluxes, because most atmo-
spheric CH4 is produced by microorganisms, it is theoretically 
feasible to control a substantial proportion of CH4 emissions 
from terrestrial ecosystems by managing microbial community 
structure and processes Phillips et al. (2001). The biological 
oxidation of CH4 by methanotrophs accounts for only ~5% of 
the global sink of atmospheric CH4 (~30 million tonnes per 
year) (Hanson and Hanson, 1996) and may therefore seem less 
important. However, methanotrophs are also responsible for 
the oxidation of up to 90% of the CH4 produced in soil before 
it can escape to the atmosphere (Oremland and Culbertson, 
1992). It is well established that conversion of arable land or 
grassland into a forest results in a substantial reduction in CH4 
flux (Kolbs, 2009), and it is evident that both the type and 
abundance of methanotrophs are important for predicting CH4 
flux. However,  no current climate model considers this find-
ing, so future research must focus on incorporating these data 
and interactions to improve predictions of CH4 fluxes across 
various ecosystems. This knowledge can also be applied to the 
reduction of CH4 emissions by changing land use and man-
agement. In rice cultivation, for example, methanotrophs have 
long played a crucial part in absorbing a proportion of the CH4 
produced and, as a result, improved management of flooding 
frequency and duration could reduce net emissions by increas-
ing oxygen availability in soils (Yagi, 1996; Reay, 2003). There 
is also a great potential to make effective use of inhibitors of 
methanogenesis, such as ammonium sulphate fertilisers, in 
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managed systems to promote the growth of sulphate reducers at 
the expense of methanogens (Neue, 2007). To reduce methane 
emissions from ruminant livestock, strategies include improv-
ing feed quality and directly inhibiting methanogen commu-
nities in the rumen using antibiotics, vaccines and alternative 
electron acceptors (Smith et al., 2008).

A major source of anthropogenic N2O emission is the use of 
nitrogen fertilisers in agriculture. As a substantial proportion of 
applied fertilisers are emitted in the form of N2O, better-targeted 
fertiliser applications, which reduce the availability of nitrogen 
to microorganisms, can substantially decrease N2O emissions. 
Schimel and Gulledge (1998) showed potential strategies that 
include reducing the amount of fertiliser and applying it at an 
appropriate time (when crop demand for nitrogen is high and 
leaching-loss rates are low), using slow-release fertilisers, and 
avoiding nitrogen forms that are likely to produce large emis-
sions or leaching losses (such as nitrate in wet soil). Similarly, 
improved land drainage and better management practices to 
limit anaerobic conditions in soils (e.g. land compaction and 
excessive wetness) could reduce denitrification rates and, thus, 
N2O emissions. Finally, for the mitigation of N2O fluxes from 
agriculture, the use of nitrification inhibitors in fertilisers to 
limit nitrate production and subsequent leaching or denitrifi-
cation losses is now a well-established strategy (Smith et al., 
2008). These and similar microorganism-mediated strategies 
have great potential to reduce greenhouse gas emissions from 
the land use and agricultural sectors.

As per the IPCC (2007) report, climate change will alter pat-
terns of infectious disease outbreaks in humans and animals. 
Soil pathogens are no exception: case studies support the claim 
that climate change is already changing patterns of infec-
tious diseases caused by soil pathogens. For example, over 
the last 20 years, 67% of the 110 species of harlequin frogs 
(Atelopus) native to tropical regions in Latin America have 
gone extinct from chytridiomycosisthe, a lethal disease spread 
by the pathogenic chrytid fungus (Batrachochytrium dendro-
batidis) (Willey et  al., 2009). Research suggests that mid- to 
high elevations provide ideal temperatures for B. dendrobatidis. 
However, as global warming progresses, B. dendrobatidis is 
able to expand its range due to increasing moisture and warmer 
temperatures at higher elevations (Muths et  al., 2008). This 
expansion exposes more amphibian communities in previously 
unaffected or minimally affected areas, specifically at higher 
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elevations, by chytridiomycota. As seen in the case of Atelopus 
harlequin frogs, the spread of soil pathogens due to climatic 
changes can significantly affect life at the macroscale and ulti-
mately lead to species extinction Briones et al. (2004).

Climate change can also have marked indirect effects on soil 
microbial communities and their activity—and hence the 
potential for microbial feedback to climate change—through 
its influence on plant growth and vegetation composition. 
Such plant-mediated indirect effects of climate change on soil 
microbes operate through a variety of mechanisms, with dif-
fering routes of feedback to climate change, but these can be 
broadly separated into two. The first mechanism concerns the 
indirect effects of rising atmospheric concentrations of carbon 
dioxide on soil microbes, through increased plant photosyn-
thesis and transfer of photosynthate carbon to fine roots and 
mycorrhizal fungi (Johnson et  al., 2005; Högberg and Read, 
2006; Keel et  al., 2006) and heterotrophic microbes (Zak 
et al., 1993; Bardgett et al., 2005). It is well established that 
elevated carbon dioxide increases plant photosynthesis and 
growth, especially under nutrient-rich conditions (Curtis and 
Wang 1998) and this in turn increases the flux of carbon to 
roots, their symbionts and heterotrophic microbes through 
root exudation of easily degradable sugars, organic acids and 
amino acids (Díaz et  al., 1993; Zak et  al., 1993). The con-
sequences of an increased carbon flux from roots to soil for 
microbial communities and carbon exchange are difficult to 
predict, because they will vary substantially with factors such 
as plant identity, soil–food–web interactions, soil fertility and 
a range of other ecosystem properties (Wardle 2002; Bardgett, 
2005). But some potential outcomes for soil microbes and car-
bon exchange include increases in soil carbon loss by respira-
tion and in drainage waters as dissolved organic carbon due 
to the stimulation of microbial abundance and activity, and 
enhanced mineralisation of recent and old soil organic carbon 
(Zak et al., 1993).

An understanding of soil microbial ecology is central to our 
ability to assess terrestrial carbon cycle–climate feedbacks. 
However, the complexity of the soil microbial community and 
its many roles, coupled with the myriad ways that climate and 
other global changes can affect soil microbes, hampers our abil-
ity to draw firm conclusions on this topic. Despite this uncer-
tainty, we argue that progress can be made in understanding the 
potential negative and positive contributions of soil microbes 
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to global warming through consideration of both direct and 
indirect impacts of climate change on microorganisms, and the 
capacity for such effects to amplify or dampen carbon cycle 
feedbacks. This is a major challenge, but we believe that prog-
ress can be made through the use of long-term multifactor field 
experiments in relevant biomes, which incorporate consider-
ation of direct and indirect impacts of climate change on soil 
microbes and their contribution to land–atmosphere carbon 
exchange, measured at the whole ecosystem scale. Such stud-
ies require a collaborative approach to link microbial ecology 
to the whole ecosystem-scale flux measures and modelling of 
carbon cycle feedbacks.

There is a consensus among scientists that global climate 
change is happening and that the increases in global aver-
age temperatures since 1900 can be largely attributed to 
human activities. However, there remains much uncertainty 
about predictions of future greenhouse gas emissions and the 
response of these emissions to further changes in the global 
climate and atmospheric composition. To help tackle this 
uncertainty, there is a need to better understand terrestrial 
microbial feedback responses and the potential to manage 
microbial systems for the mitigation of climate change. There 
is an urgent need to improve the mechanistic understanding of 
microbial control of greenhouse gas emissions and the inter-
actions between the different abiotic and biotic components 
that regulate them. This understanding will help to remove 
large uncertainties about the prediction of feedback responses 
of microorganisms to climate change and will enable the 
knowledge to be incorporated into future models of climate 
change and terrestrial feedbacks.

It is currently difficult to know whether changes in processes 
that are associated with climate change are brought about by 
the effect of climate change on soil microbial communities, by 
changes in soil abiotic factors or by interactions between the two. 
Moreover, it is unclear how microorganisms respond to climate 
change and therefore what their potential is to influence climate 
feedbacks across ecosystems and along environmental gradi-
ents. Another issue that needs to be taken into consideration 
is that, to date, most studies have focused on one greenhouse 
gas, whereas evidence suggests that microorganism-mediated 
fluxes of different greenhouse gases respond differently to cli-
mate change. For example, it is assumed that conservation of 
peatland will enhance carbon sequestration, but this may also 
increase CH4 fluxes, so the effect on net greenhouse gas flux is 
still unclear Woodward et al. (2004).



454 CLIMATE CHANGE EFFECT ON CROP PRODUCTIVITY

We have only scratched the surface of the contribution of 
soil microbes to climate change, and, as highlighted above, 
there are many uncertainties and challenges. In addition to 
what is mentioned above, we have identified three major chal-
lenges. First, soil microbial communities are extremely diverse, 
and one of the greatest challenges is understanding how micro-
bial diversity responds to climate change and the functional 
consequences of this for ecosystem carbon exchange, includ-
ing the uptake, stabilisation and release of carbon from soil as 
greenhouse gas. The second major hurdle here is that many 
microbes are uncultivable, and the function of these non-cul-
tivable microbes is poorly understood because it is difficult to 
test how they respond to, or modify, their environment (van 
der Heijden et al., 2008). Third challenge is how environment 
modifies the microbial functions, is still not understood exactly.
However, new molecular and SIP tools are being developed that 
enable linking of changes in microbial diversity to ecosystem 
function, by focussing on functional genes that are important 
for biogeochemical processes and through directly labelling 
DNA, RNA and phospholipid fatty acids (PLFA) of organisms 
participating in particular pathways (Zak et  al., 1993, 2006; 
Drigo et al., 2007). These tools have changed the way microbial 
ecologists explore the ecophysiology of microbial populations 
in the natural environment, because they enable the study of 
the metabolic capabilities of uncultivable microorganisms, thus 
providing insights into the underlying processes regulating car-
bon flow through different components of the soil microflora.

In the end, as discussed in this chapter, soil microbes and 
their activities are inextricably linked to the aboveground com-
munities, including plants, herbivores, pathogens and parasites. 
Understanding the effects of climate transformation on car-
bon, methane and nitrous oxide dynamics, therefore, requires 
explicit consideration of the feedbacks that occur between 
aboveground and belowground communities and their response 
to climate change.
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Abstract

Climate change is likely to affect agricultural productiv-
ity. In this study, a biophysical statistical model is used to 
analyse the relationship between yields of potatoes, bar-
ley, oats and wheat per decare, and temperature (growing 
degree days) and precipitation, for the period 1958–2001 
at the county level in Norway. If a climate signal can be 
detected at the county level, this should be of interest 
for climate policy planners, agricultural authorities and 
farmers preparing for a warmer climate. We find that in 
18% of (the crop and county) cases, there is a positive 
impact on yield from increased temperature. In the case 
of crops, the effect is strongest for potatoes. Regionally, 
the correlations are strongest in Northern Norway, where 
temperature is likely to be more important as a limiting 
factor for crop growth than other regions of the country. 
The effect of increased precipitation is negative in 20% of 
the cases, which could be due to excess soil moisture or 
reduced sun radiation associated with more cloud cover. 
Predictions based on the RegClim scenario for 2040 indi-
cate that potato yields will increase by around 30% in 
Northern Norway.

19.1 Introduction

Climate change may have significant impacts on society and 
ecosystems over the next decades. Since a substantial part 
of expected climate change is likely to be man-made, we are 
faced with a challenge to decide on emission mitigation poli-
cies at international, national and local level [6]. Furthermore, 
adaptation policies have the potential to lower the overall costs 
associated with climate change. Given the large number of 
uncertainties in future emissions, climate system responses and 
potential impacts, policy design must be based on best available 
knowledge, and regularly updated when new results become 
available. For a number of years, impacts research has been 
hindered by a lack of climate change scenarios with resolution 
high enough to capture sub-national variations.

Such scenarios are now available from downscaled 
results of global circulation models (GCMs). In this study, 
we analyse the effects on agricultural productivity using a 
regional climate change scenario for Norway for the period 
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2030–2050—RegClim.* Agriculture is one of the sectors that 
is most likely to be sensitive to the primary effects of climate 
change, such as changes in growing season, temperature and 
precipitation. We seek to establish a statistical relationship 
between yield per decare for four crops, based on meteorologi-
cal data from 1958 until 2001, through regression analysis at 
county level in Norway. In addition, we undertake analyses at 
the national level. The four crops we investigated were pota-
toes, wheat (spring and winter), oats and barley. The meteoro-
logical data consist of growing degree days (GDD) and annual 
precipitation. In addition, a time trend was included to account 
for long-term technology and productivity changes in agricul-
ture. It accounted for, in part, the CO2 fertilisation response due 
to the steady rise in the CO2 concentration level in the atmo-
sphere. Assuming that there were no major changes in agricul-
tural production technologies and practices during this period, 
we made a prediction of yields per decare for 2040 (as a repre-
sentative year for the period 2030–2050) based on the RegClim 
scenario. Through this analysis we tried to detect a climate sig-
nal in the annual weather variation and agricultural yield data 
at a relatively aggregated level (county) in Norway. If such a 
signal is found, the estimated impacts on agricultural produc-
tion across regions and four major crops in Norway should be 
of interest for climate policy planners, agricultural authorities 
and farmers in preparing for a warmer future.

The main methodological approaches studying impacts on 
agriculture from climate change are presented in a handbook 
by the UNEP and IVM [4]. There are two categories of tools, 
biophysical and economic. Biophysical tools can be divided 
into experimentation, agro-climatic indices, statistical mod-
els, process-based models and spatial or temporal analogues. 
Economic tools can be divided into economic regression mod-
els, microeconomic models and macroeconomic models.

In this study, we have chosen a biophysical statistical 
model, which links the primary climate change impacts on 
temperature and precipitation to changes in yield per unit of 
land. This choice gives priority to the secondary impacts of 
climate change. A weakness of this approach is its limited 
ability to predict the effect of future climate change that lies 
outside the climate variability of the last decades (upon which 
the estimates of the model parameters are based); another is 
that there is an implied assumption of mixed technology [4]. 

* See http://regclim.met.no.
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Furthermore, the method is founded on correlation analysis and 
not necessarily on causal mechanisms. There may be depen-
dency between explaining variables (multicollinearity), and 
relationships between yield, precipitation and temperature may 
be non-linear. Moreover, the simple model we have chosen is 
not able to account for effects caused by variability in weather 
and extreme weather events on yields [7]. Since we are studying 
a smaller change in climate (as defined by the RegClim sce-
nario), a linear model is probably an acceptable approximation 
even if the relationships are non-linear. In addition, data avail-
ability has put strong restrictions on which variables could be 
included in the analysis. One example of an important weather 
variable for plant growth that could not be included was sun 
radiation, which could be represented through a measure of 
cloud cover. Through the chosen approach we were able to link 
changes in climate variables at local level (weather stations) to 
secondary climate change impacts in terms of changes in agri-
cultural productivity for some crops at county level in Norway. 
Some major benefits of the approach are simplicity, limited 
data requirements and the ability to get some control over the 
significance of various explaining factors. The study is in line 
with the call of Zilberman et al. [25] to analyse the impact of 
climate change on agriculture within a disaggregated model-
ling framework and a focus on empirical research. The results 
should indicate if county level is a suitable aggregation level to 
disclose significant effects, or if this is an aggregation level that 
only produces moderate effects since more distinct local effects 
are averaged out [25].

An overview and assessment of climate change impacts in 
Europe, including agriculture, can be found in Parry (2000) [14]. 
NILF [11] provides a comprehensive survey of climate change 
impacts for the agricultural sector in Norway. Based on average 
yields in various climate zones, the climate change impact on 
agricultural productivity is analysed through a shift in climate 
zones leading to increased yields for most crops.

An early application of a statistical model is Warrick [24], 
who simulated wheat yields on the US Great Plains, assum-
ing technology as in 1975 and climate conditions as under the 
1936 drought. Leemans and Soloman [8] studied the potential 
yield changes for spring and winter wheat and other major 
crops at a global scale under a warmed climate. Using a crop-
prediction model with geographic information systems (GIS), 
they reported that high-latitude regions will be the beneficia-
ries of climate change, enjoying extended growing seasons and 
increased productivity. Rötter and Van de Geijn [20] provided 
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a comprehensive review of climate change impacts on livestock 
and crops yields, including wheat, potatoes, barley and oats. 
They emphasised the importance of elevated CO2 concentration 
and quantified potential yield responses to predicted rises. The 
authors gave a detailed overview of the findings concerned with 
crop growth, physiology and phenology. Bootsma et al. [1] used 
linear regression analysis to examine the relationship between 
barley yields (among others) and climate variables in Atlantic 
Canada. They concluded that climate change is unlikely to have 
a significant impact on barley yields, though a doubling of CO2 
could lead to a 10–15% increase. Nonhebel [12] examined the 
effects of rising temperature and increases in CO2 concentra-
tion on simulated wheat yields in Europe. She found that higher 
temperatures caused faster crop growth, leading to a shorter 
growing period and a decline in yield. CO2 has the opposite 
effect, with a doubling of atmospheric concentration leading to 
a 40% rise in yields. Nonhebel also suggested that in general, 
changes in the availability of water can have a greater impact 
on yield than changes in temperature, but summarised that 
where precipitation patterns remain largely constant, negative 
effects of higher temperature are offset by positive effects of 
CO2 enrichment. Riha et  al. [18] and Mearns et  al. [9] stress 
the importance of taking variability in temperature and pre-
cipitation into account when making crop yield predictions; 
both studies demonstrate that increased inter-seasonal vari-
ability can reduce yields. Ozkan and Akcaoz [13] analysed the 
impacts of annual and season variation of 27 climatic variables 
on the yield of wheat, maize and cotton in the Cukurova region 
of Turkey based on data from 1975 to 1999. They found that the 
most significant climatic factors for wheat yields were maxi-
mum temperature during planting time and maximum rainfall 
during flowering time. The wheat model could explain 46% of 
the variation of yield.

Parry and Carter [16] provide an overview of higher-order 
impacts of climate change on agriculture following first-order 
impacts. They report the results of impact and adjustment 
experiments conducted in five case studies (Iceland, Finland, 
Japan, Saskatchewan in Canada and northern parts of the for-
mer USSR), employing farm simulations and input–output 
models. They discuss the consequences of biophysical effects 
for farm income and profitability, food production, regional 
production costs and the wider economy. They then go on 
to consider potential managerial, technological and policy 
responses to these possible outcomes. Mendelsohn et al. [10] use 
Ricardian analysis to examine the impact of global warming on 
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agriculture in the United States. They report negative climate 
impacts using a ‘farm land’ model, but a positive outcome using 
a ‘crop revenue’ approach. Their findings highlight the impor-
tance of taking adaptation factors into account when evaluating 
climate effects.

19.2 Description of the model

A statistical model relating yield per decare to meteorological 
data is employed. The relationship between yield per decare, 
Y, and temperature, T, precipitation, P, and a time trend, τ, is 
assumed to be linear. Temperature is measured in GDD. The 
equation is

 
Y T Pijt ij ij ijt ij ijt ijt= + + + +α β γ θτ ω

where i is the index for crop (potatoes, wheat, oats and barley), 
j is the county index and t is the time index denoting annual 
observations from 1958 until 2001. ωijt is the error term.* GDD 
is defined as the annual sum of degrees accumulated above 5°C 
threshold. Through an ordinary least squares (OLS) regression 
we seek to correlate variations from year to year, in yield per 
decare, to the variability in GDD and precipitation. The esti-
mated parameters are ˆ , ˆ ˆ ˆα β γ θτij ij ij, and  where the indices are 
left out for simplicity.

We were unable to take an explicit account of a number of 
non-climate factors. However, a time trend variable which was 
included in the regression runs to account for general long-
term time trends, which may have been influenced by a number 
of other factors. Examples of such influences are technologi-
cal change and innovations (e.g. improvements in agricultural 
inputs and/or practices, and/or changes in production patterns), 
increased productivity due to other climate variables, and a 
fertiliser effect from increased CO2 concentration in the atmo-
sphere. As an alternative to the time trend we included CO2 
concentrations in some of the regressions (see Annex 19.3 for 
a closer description of this model variant). Sunlight is another 
important weather variable for crop yields since it provides 

* We assume that the error variances are constant and that the errors are not 
autocorrelated. Given that these assumptions are fulfilled, the ordinary least 
squares estimators are the best linear unbiased estimators. Checking the 
Durbin Watson statistic for some country cases revealed no indications of 
autocorrelation problems.

Statistical model
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energy for photosynthesis. However, as meteorological stations 
were unable to provide relevant proxy data (i.e. cloud cover 
observations) for the complete period of our study, we were not 
able to include this variable in the analyses.

We carried out regressions at the national level by merging 
county data into two different variants of the model. In the first 
model variant, we allowed different constant terms for each 
county, whereas we assumed that the marginal effect of changes 
in weather data was the same for all counties. This model vari-
ant implies that there are differences in the yield level across 
counties, but no differences in the marginal yield of changes 
in the weather (i.e. GDD and precipitation). This is modelled 
through an additive dummy variable for each county with the 
exception of Akershus/Oslo, which is taken as the reference 
county. In the second model variant, different constant terms 
are retained, but in addition we allow for a shift in the marginal 
effect (slope) of annual precipitation by adding a multiplicative 
dummy variable to the precipitation variable for each county. 
The latter model variant implies that there are systematic dif-
ferences between counties with respect to the level of yield per 
decare for a crop, as well as with respect to the marginal effect 
on yield of changes in precipitation, but with no differences in 
the marginal effect of changes in GDD. The different treat-
ment of GDD and precipitation is based on regression results 
at county level, which indicated that there is a larger variance 
in the marginal effect of precipitation across counties than in 
temperature (GDD).

The main model contains GDD, annual precipitation and a 
time trend as independent variables, and was employed on each 
crop at county level and at national level. However, a number of 
model variants were tested on the crop yield and weather data 
before ending up with this model. The chosen model produced 
more significant coefficients and a better fit to the data than 
the alternatives. The model variants included growing season 
precipitation, carbon dioxide concentration (in different data 
formats), frost events in the spring (in different data formats), 
fertiliser use for the latter part of the estimation period, and 
logarithmic or quadratic weather variables.* See Annex 19.3 for 
a more detailed account of the model variants that were tested.

* Thompson [22] advocates the use of quadratic terms for weather variables. 
Parry and Carter [16] also find changes in climate to have non-linear effects.

Variants of the 
model
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The equation for predicting yield per decare for crop i in county 
j under the RegClim climate change scenario, ŶijR, is

 Y PijR ij ij jR ij jR R
� � � � � �= + + +α β γ θτT ˆ

where T̂jR is GDD and P̂jR is precipitation in the RegClim sce-
nario in county j, and τR is the time trend in 2040 (represent-
ing the RegClim period 2030–2050). R is the index for the 
RegClim scenario.

19.3  Data

The dependent variable is yield per decare for each of the crops 
potatoes, barley, oats and wheat. The independent variables are 
the weather data GDD and annual precipitation, in addition to 
the time trend.

For each crop and county, analyses were undertaken for the 
main period 1958–2001, given that the required data were 
available. In the absence of sufficiently comprehensive data 
at county level to enable the incorporation in the model of a 
variable for technological change, national fertiliser-use figures 
were examined for clues as to what sort of impact one might 
expect farming practices to have had on crop yields from the 
1950s until today.* It appeared that the 44-year period of our 
study could be split into three ‘phases’ with respect to fertiliser 
consumption (in terms of the total value of all varieties sold). 
The first phase, from 1958–1973, saw a slow, steady increase in 
the amount of fertiliser bought, the second, from 1974–1988, 
demonstrated a continuous, sharp rise in sales, while the third 
phase, 1989–2001, was less clearly defined, but illustrated an 
overall declining trend. In light of this information, separate 
regressions were conducted for each of these three time peri-
ods. If yields were found to have responded differently during 
the three phases, this might be detected when we compared 
each sub-set of the analysis.

Annual yield data were supplied by Statistics Norway and 
 collected at county level for each of the four crops in this study 

* Budsjettnemnda for jordbruket, NILF (Norwegian Agricultural Economics 
Research Institute), 2002.

Yield 
predictions for 
the RegClim 
scenario

time periods

Crop data
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[21].*,† In Norway, there are 19 counties. However, since yield 
data for Akershus/Oslo are reported together, there are 18 
 geographical units in this study. Annual yield was calculated 
by dividing the total production of each crop per county by the 
agricultural area employed in the cultivation of that crop (in 
that county), and was measured in kilograms per decare.

A complete set of crop data for the years 1958–2001 for 
each county was not available, most notably in northern and 
western regions. In such cases, one of three approaches was 
taken: where a single value was missing from a time series, it 
was interpolated by calculating the average of the recordings 
directly preceding and following it; where more than one con-
secutive figure for a crop was unavailable, the missing years 
were removed from our analysis and the data series was broken 
up into two shorter time periods; and finally, where there were 
more than two consecutive breaks in the data, the entire crop 
for that county was omitted from the analysis.

The analysis required data on two climate variables impor-
tant for crop growth, namely, temperature and precipitation, 
at county level in Norway. The data were obtained from the 
Norwegian Meteorological Institute as retrospectively as 
records permitted, allowing our period of study to extend from 
2001 as far back as 1958.

The chosen parameter for temperature was GDD, which is 
the annual sum of degrees accumulated above 5°C threshold. It 
was calculated by aggregating the number of degrees that the 

* Approximately 70% of wheat grown in Norway is sown in the spring and 
the remainder is planted in the autumn. Annual and regional variations 
are largely determined by weather conditions, though a general rule, win-
ter wheat production is confined to the counties of South-Eastern Norway 
(Østfold, Vestfold and Akershus), where the climate is milder and thus more 
suitable for crops with a high sensitivity to low temperatures.

† In the period 1957–1983, the area data were based on annual sample sur-
veys, except in 1959, 1969 and 1979, when full censuses were carried out. 
Since 1984, administrative sources have been used, that is, applications for 
governmental production subsidies, except 1989, when a full census was 
carried out. In terms of production and yield, up until the mid-1970s, the 
best judgement by officials in agricultural administration at the munici-
pality level has been used. From the mid-1970s until 1989, the source has 
been annual sample surveys. Since 1990, cereals production has been based 
on an administrative source, that is, deliveries reported to the Norwegian 
Grain/Norwegian Agricultural Authority. Potato production is still based on 
annual sample surveys.

Weather data
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daily mean temperature fell above 5°C [23].* This is a useful 
temperature parameter as it gives an indication of the quality of 
the growing season over a defined period ([23], p. 17).†,‡ Given 
that the Norwegian climate restricts the growing season for 
most crops from April to September, it was decided to exclude 
recorded GDD from months outside this period.§

Annual precipitation, measured in millimeters, is the second 
weather variable. Precipitation accumulated outside the grow-
ing season was included for two reasons. First, it is likely that 
a significant part of the precipitation falling outside this period 
would be retained as moisture in the soil, and thereby eventu-
ally affecting crop growth when the growing season begins. 
Second, as a large proportion of precipitation commonly falls 
in the form of snow during the Norwegian winter, when the 
onset of spring causes it to melt, a large share of it is likely 
to serve as a water supply, potentially feeding both soil and 
crops, before and during the growing season. As temperature 
increases some of the effect of increased precipitation will dis-
appear due to increased evaporation [15].

As the Norwegian Meteorological Institute (DNMI) col-
lects data from weather stations that are located on the basis 
of meteorological interest rather than along county bound-
ary lines, it was necessary to make some decisions regarding 
which stations to use and how to aggregate station data to the 
county level. This process was made more precise with the use 
of GIS mapping. A digital land use map of Norway, identifying 
areas of agricultural activity, was obtained from the Norwegian 
Institute of Land and Forest Mapping (NIJOS), and geographi-
cal coordinates of weather station locations were provided by 

* To give a simple example, if a month contained just 2 days where the average 
temperature rose above 5°C, and the average temperature was 7°C on the 
first day and 9°C on the second, then GDD for that month would be 6°C (i.e. 
2°C + 4°C).

† See http:/ / www. smhi. se/ hfa_ coord/ nordklim/ report06_ 2001. pdf. 
‡ An alternative temperature parameter is effective growing degree days 

(EGDD), employed by Bootsma et al. [1]. The authors justify their use of 
GDD, explaining that GDD ‘are designed to represent the growth period 
for perennial forage crops, while EGDD are specifically designed to be 
more applicable to the growth period for spring-seeded small grains cere-
als’. EGDD is defined as the sum of GDD from 10 days after the start of the 
growing season until the day preceding the average date of the first frost. 
They find a negative correlation between yield and EGDD, and suggest 
that this might be due to a higher development rate of crops under warmer 
temperatures.

§ In Norway, the length of the growing season is defined as the annual sum of 
days in which the mean temperature exceeds 5°C. The growing season can 
also be understood as the actual time period (e.g. April–September).
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DNMI [3]. With the use of GIS software, these two maps were 
overlaid, allowing stations in closest proximity to the main 
area(s) of agricultural activity in each county to be identified and 
selected. This choice was heavily constrained by the availability 
of continuous time series data over our period of study (due to 
some stations being built after 1958, some being taken out of 
service for some years, and others being closed down), and by 
the fact that not all weather stations had the facilities to collect 
both precipitation and temperature data. In some cases, output 
from more than one station was averaged to produce the data set 
for a county, for example, where it spanned a broad geographic 
area and no single weather station was thought to be solely 
representative. In other cases, data from neighbouring coun-
ties were also incorporated, based on the assumption that they 
contributed relevant information about the weather conditions, 
which stations situated in the county may not have captured due 
to their location. Where data were simply unavailable and there 
were no suitably placed stations in neighbouring counties to pro-
vide proxy data, the time period in question was omitted from 
our analysis for that county.* Finally, on three occasions, indi-
vidual observations were interpolated.† In these instances, only 
1 month’s data were missing from an otherwise complete series.

In order to conduct regression analyses at the national level, it 
was necessary to produce aggregate weather and crop figures 
based on the county data used in previous analyses. Production 
of each crop per county was calculated as a proportion of total 
national output (for that crop), and then weather data were 
weighted accordingly. This gave weather data in counties pro-
ducing a larger share of the national yield (such as in South-
Eastern Norway) a higher weight than in those counties where 
production of that crop was lower. Where data were omitted 
from analysis at the county level, it was, by necessity, also 
excluded at the national level.

Projected future values for GDD and annual precipitation were 
obtained from the RegClim Project—a regional climate sce-
nario for Northern Europe until 2050 [17]. Regional Climate 
Development Under Global Warming Project (RegClim) uses 
an ‘Atmospheric Regional Climate Model to estimate the 
regional climate in Northern Europe and adjacent sea areas, 

* That is, Telemark 1990–2001 and Hedmark 1999–2001.
† That is, Telemark: precipitation, August 1989; Hedmark: GDD, August 1987 

and May 1989.

Analysis at the 
national level

the RegClim 
scenario
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given the best estimates of climate scenarios from a coupled 
Atmospheric-Oceanic GCM’ (RegClim website, 2002).* 
RegClim predictions consist of a single, average figure for each 
weather variable for the 20-year period from 2030 to 2050. The 
RegClim scenario only presents one climate change outcome 
for Northern Europe, whereas other outcomes can be just as 
likely given a large number of uncertainties involved in such 
climate scenario estimates.

The crop and county cases where the model was able to explain 
a sizeable proportion of the annual yield variation through 
changes in annual precipitation and/or GDD during the grow-
ing season, and yielding significant coefficients, were selected 
for the RegClim projections (see Table 19.1). RegClim data, 
which forecasts the average percentage change in climate vari-
ables between two time periods, 1980–2000 and 2030–2050, 
were then used as the basis for future predictions. We take 2040 
as a representative mid-year for the RegClim period.

Before any calculations could take place, however, it was 
necessary to adjust both model and RegClim weather data 
to improve their compatibility. As RegClim figures were 
only available for individual 50 km2 grid cells throughout 
Norway, data were first of all aggregated up to county level. 
Furthermore, to bring figures in line with model data, pre-
dicted weather values were calculated to correspond to regions 
of agricultural activity, rather than to the county as a whole. 
Then, using RegClim data, average figures for the relative, 
forecast percentage change in GDD and annual precipitation 
between 1980–2000 and 2030–2050 were calculated for almost 
every county (with the exception of Vestfold). The next step 
was to find model estimates of the yield for all relevant crops 
and counties based on average GDD and precipitation for the 
period 1980–2000. In some cases, our interest extended to 
all four crops in a particular county, while in others, it was 
restricted to just one or two. Similarly, in some counties, the 
model referred to the entire time period of the study; in others it 
was limited to one or two sub-periods. Next, the average GDD 
and precipitation for each county was multiplied by the percent-
age change given by the RegClim scenario. Finally, RegClim 
GDD and precipitation values were entered into the model to 
give yield predictions for the selected crops and counties. The 
effects of changes in GDD and precipitation were calculated 
separately to measure the independent impact of each variable 

* For further details of the RegClim Project, visit http://regclim.met.no.

pre dict ing 
future yields
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on agricultural production, and were expressed as a percentage 
change in estimated average yield in the period 1980–2000.

19.4 Discussion of results

The regression results show that there is a positive effect of 
increased GDD (temperature) on yield per decare only for some 
crops, counties and time periods; confer Table 19.1 (see Annex 
19.1 for a detailed account of results). Overall, about 18% of the 
236 cases have a significant and positive GDD coefficient. For 
3% of the cases, the GDD coefficient is negative and significant. 
In the case of crops, there are most significant results for pota-
toes. In terms of regions, the most significant results are found 
for Northern, Mid-, Western and Southern Norway. Sunlight and 
high temperatures are more likely to be a limiting factor in north-
ern and western counties than in the south and east. Coefficients 
for potatoes are between 1.0 and 3.0, with the highest values evi-
dent in Northern Norway. This means that an increase of one 
GDD unit induces a yield increase of 1–3 kg per decare.* In addi-
tion, there are positive coefficients for barley in seven counties 
situated in Western and Mid-Norway, and in Nordland. The coef-
ficients are between 0.13 and 0.27. There are also a few significant 
coefficients for oats ranging from 0.16 to 0.31. These results are 
consistent with the findings of Leemans and Soloman [8] since 
high-latitude regions are the primary beneficiaries of a warmer 
climate. They also reinforce the hypothesis that temperature is 
a more important limiting factor for crop growth in Northern 
and Western Norway than in other regions of the country such 
as Southern and Eastern Norway, where the weather conditions 
provide higher temperatures during the growth season.

The effect of increased annual precipitation on yield is nega-
tive and significant for many counties and crops, in particu-
lar, for Western and Mid-Norway, and for Nordland (20% of 
all cases). On the other hand, 5% of the cases give a positive 
and significant precipitation coefficient. Another study that 
finds a negative impact from increased precipitation on agri-
cultural production is Rosenzweig et al. [19], where a dynamic 
crop model is modified to simulate effects of heavy precipi-
tation and excess soil moisture on corn production in the US 
Corn Belt. The few positive coefficients are found in Eastern 
Norway. The coefficients range from −2.5 to 1.9 for potatoes, 

* GDD increases by one unit if the average temperature on a particular day in 
the growing season increases by 1°C from a minimum base of 5°C.

General 
findings
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whereas the coefficients for the cereals range between −0.34 
and 0.63 (see Table 19.1 and Annex 19.1 for details). There are 
two possible explanations for the interesting finding that coef-
ficients have, in some instances, been negative. The first is that 
precipitation may become so abundant that it leads to excess 
soil moisture. The second could be a result of the positive cor-
relation between increased precipitation and cloud cover. Thus, 
increased precipitation means reduced radiation from the sun, 
leading to reduced photosynthesis, and thereby reduced yield. 
Both explanations go some way towards explaining the nega-
tive correlations between precipitation and yield evident in 
Western, Mid, and parts of Northern Norway.

The time trend is positive in most significant cases (overall 
37% of instances), with the exception of potatoes in Northern 
Norway (and Sør-Trøndelag), where it is negative (which is equiv-
alent to 4% of the cases). The positive trend can be attributed to 
long-term productivity gains in agriculture, which can include 
structural changes (fewer and larger farms), better crop varieties, 
improved farming techniques and equipment, and more efficient 
fertiliser use. On the other hand, the negative time trend may 
reflect structural changes in agriculture that affect productivity 
negatively; these could be related to government policies.

The national level analyses only provided significant results 
for potatoes and barley in the model variant allowing for differ-
ent constant terms (but with the same marginal effect of GDD 
and precipitation, see Table 19.2). For potatoes the sign of coeffi-
cients is the same as in county-level analyses, though the size of 
coefficients is smaller. Instead, the model provides for different 
constant yields across counties (i.e. the yield component that is 
not influenced by GDD, precipitation or time), where the highest 
significant yield is found in Rogaland (1871 kg), and the lowest 
in Finnmark (904 kg). For barley, the GDD effect is not signifi-
cant. Instead the significant constant terms vary between 378 kg 
in Sogn & Fjordane, and 229 kg in Nordland.* The precipitation 
coefficient is close to zero, but negative and significant.

Using the model to give predictions for the RegClim climate 
change scenario in 2040, we find that the positive contribution 
from increased GDD in most of the significant cases (shown in 
Table 19.1) dominates the negative contribution from increased 
precipitation. The predictions for potatoes are shown in Table 
19.3 (details for all crops are found in Annex 19.2). Only robust 

* There is no barley yield in Finnmark and there are too few observations in 
Troms to include in the analysis.

predictions
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predictions are presented, which we calculated to ±20% (at 
95% interval levels). In these cases, the predicted yield is higher 
than in the reference situation, which is based on the model’s 
estimated yield for average GDD and average annual precipi-
tation in the period 1980–2000. However, in many cases the 
yield increase is small, and in some cases yield is reduced. The 
largest effect is found in Northern Norway, where the predicted 
yield increase for potatoes is between 30% and 35%. Other 
cases where the yield increase is more than 20% is potatoes in 
Aust-Agder (1989–2001), potatoes in Vest-Agder (1958–1973) 
and barley in Sogn & Fjordane (1958–1973). In the remaining 
cases, the change is less than 20% and not considered robust. 
The relative large prediction intervals reflect that the model 
can only explain part of the year-to-year variation in yield per 

table 19.2 Regression results at national level

Potato Barley

 Coefficient t-stat Coefficient t-stat

National—GDD 0.864 6.89 0.002 0.11
National—Precipitation −0.316 −5.19 −0.062 −6.53
National—Time trend 0.304 0.28 2.673 15.13
Constant term    
Akershus/Oslo 1450.814 8.10 308.209 10.64
Østfold 1408.290 −0.55 334.091 2.24

Hedmark 1569.159 1.45 315.359 0.59
Oppland 1634.395 2.24 298.217 −0.82
Buskerud 1330.441 −1.55 301.974 −0.54
Vestfold 1621.466 2.19 347.441 3.38
Telemark 1179.064 −3.23 295.154 −1.04
Aust-Agder 1242.762 −2.53 301.376 −0.56
Vest-Agder 1300.017 −1.86 288.074 −1.67
Rogaland 1870.702 5.24 366.499 4.88
Hordaland 1626.031 1.68 364.073 3.40
Sogn & Fjordane 1717.985 2.65 377.930 4.38
Møre & Romsdal 1702.704 2.80 273.754 −2.53
Sør-Trøndelag 1491.112 0.48 276.644 −2.51
Nord-Trøndelag 1764.810 3.88 268.485 −3.28
Nordland 1238.523 −2.24 229.810 −5.27
Troms 1203.093 −2.33 N/A N/A

Finnmark 904.066 −4.89 N/A N/A

Note: Potato: 733 observations (R2 = 0.50). Barley: 660 observations (R2 = 0.48).
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decare. If adaptation is taken into account, however, it may well 
be the case that this figure turns out to be an underestimate, as 
farmers may choose to dedicate more resources to potato culti-
vation as climate change improves productivity.

19.5 Further analysis

The estimated (significant) GDD and precipitation coefficients 
could be used as inputs to estimation of climate change damage 
functions for the agricultural sector in a cost–benefit economic 
modelling framework. In terms of expanding the model, impor-
tant crop yield variables such as sunlight (e.g. using cloud cover as 
a proxy), fertiliser use and soil quality could be included. Owing 
to limited data availability, such factors could not be incorporated 
in this study. Where such data did exist, it was either restricted 
geographically (e.g. only collected at local sites or at national 
level) or temporally (only available for limited time periods). 
Furthermore, the chosen statistical model limited the type of data 
that could be incorporated. An alternative could be to use a crop 
model, where a more extensive set of relevant plant growth vari-
ables could be introduced. However, this approach, together with 
limited data availability, would limit the representativeness of the 
results, and lead to difficulties when trying to aggregate findings 
to the county level. On the other hand, one could choose an eco-
nomic model that represents larger regions, but that would limit 
the model’s ability to account for weather variables that are deci-
sive for yield per decare, see, for example, Ref. [5]. The model 
approach employed in the study could be transferred to other 
weather-dependent production activities in the primary sectors, 
for example, other crops, and in forestry. And the same modelling 
could be used for similar studies in other Scandinavian countries.

table 19.3 Yield predictions for potatoes in the RegClim scenario

County Period

Estimated 
yield from 
model

Predicted % change in yield 
under RegClim scenario

Predicted% 
change in 
yield

GDD (%) Precipitation (%) Net effect (%)

Aust-Agder P3 2830 26  26
Vest-Agder P1 2375 24  24
Nordland All 2165 32 −2 30
Troms All 1987 33  33
Finnmark All 2285 35  35
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19.6 Conclusions

This study shows that climate change is likely to affect agri-
culture in Norway. The effect on yield per decare varied with 
geography and crop. There was a positive yield response to 
temperature increases in most parts of Norway, with the excep-
tion of Eastern Norway. Furthermore, there were indications of 
a North–South gradient, in the sense that the climate change 
effects grew stronger as we moved from south to north. This 
finding suggests that growing season temperature was more 
important as a growth-limiting factor in colder regions (i.e. 
Northern and Western Norway) than in warmer regions. In 
terms of crops, the strongest effect was evident for potatoes. 
Barley yields, and in particular oats and wheat yields, were 
less responsive to changes in temperature. There was a nega-
tive yield response to increased precipitation in many parts 
of Norway, particularly in the west, and in Trøndelag and 
Nordland. This negative effect could be caused by excess soil 
moisture, which can be harmful to plant growth, or be related 
to reduced incoming sunlight due to the link between increased 
precipitation and cloud cover. Western Norway has the highest 
precipitation rate in the country. Therefore, additional precipi-
tation may do crops more harm than good. This negative effect 
is most pronounced for barley, sometimes apparent for potatoes, 
but occurs more rarely for oats and wheat. On the other hand, 
there have been instances where increased precipitation has had 
a positive effect on productivity, though this has been restricted 
to potato crops. Indeed, building on the RegClim scenario for 
2040, there were robust predictions for increased potato yields 
in Northern Norway by around 30%, and for some sub-periods 
in Aust-Agder and Vest-Agder by around 25%. Through adap-
tation, the negative effects of climate change could be reduced 
and the positive effects enhanced. Examples of potential adap-
tive measures include the introduction of new crops and crop 
variants, earlier sowing, ditching to drain more water from the 
soil and the utilisation of land that has previously been consid-
ered too marginal for agricultural cultivation.

Acknowledgements

We gratefully acknowledge financial support from the Research 
Council of Norway. We also thank NIJOS (Norwegian Institute 
of Land Inventory) for providing us with a digital map of 
Norwegian agricultural resources.



479CLIMATE CHANGE IMPACTS

A
pp

en
di

x 
19

.A
: D

et
ai

le
d 

re
gr

es
si

on
 o

ut
pu

t

C
ou

nt
y/

cr
op

O
bs

er
va

tio
ns

C
on

st
an

t
G

S-
G

D
D

A
nn

-p
re

T
im

e 
tr

en
d

R
2

C
oe

ffi
ci

en
t

t-
st

at
C

oe
ffi

ci
en

t
t-

st
at

C
oe

ffi
ci

en
t

t-
st

at
C

oe
ffi

ci
en

t
t-

st
at

Ø
st

fo
ld

   
 W

he
at

43
0.

65
42

0.
53

5
3.

63
−0

.0
67

−
0.

90
−

0.
10

2
−

1.
79

5.
95

8
8.

49

   
 B

ar
le

y
43

0.
46

50
6.

60
2

4.
61

−0
.1

22
−

1.
71

−0
.0

98
−

1.
83

3.
70

4
5.

57

   
 O

at
s

43
0.

46
47

5.
53

2
3.

51
−0

.1
29

−
1.

48
−

0.
06

4
−

0.
96

4.
62

6
5.

64

   
 Po

ta
to

43
0.

06
28

19
.0

00
3.

74
−0

.2
81

−
0.

58
−

0.
34

1
−

0.
92

6.
41

2
1.

40

   
 W

he
at

 P
1

16
0.

79
11

0.
46

7
0.

68
0.

08
6

0.
88

−
0.

04
1

−
0.

56
12

.9
93

6.
04

   
 B

ar
le

y 
P1

16
0.

47
34

6.
76

9
1.

76
−0

.0
29

−
0.

24
−

0.
09

0
−

1.
02

6.
38

4
2.

45

   
 O

at
s 

P1
16

0.
64

34
1.

64
6

1.
69

−0
.0

50
−

0.
41

−
0.

08
9

−
0.

99
10

.0
23

3.
75

   
 Po

ta
to

 P
1

16
0.

28
24

42
.5

32
1.

28
0.

00
3

0.
00

−
0.

60
3

−
0.

71
40

.4
14

1.
61

   
 W

he
at

 P
2

15
0.

04
36

7.
93

7
1.

68
−0

.0
10

−
0.

09
0.

01
1

0.
08

1.
75

3
0.

37

   
 B

ar
le

y 
P2

15
0.

15
49

5.
26

0
2.

52
−0

.1
13

−
1.

05
0.

10
6

0.
87

−
2.

71
6

−
0.

64

   
 O

at
s 

P2
15

0.
08

49
2.

57
1

1.
84

−0
.1

05
−

0.
72

0.
07

0
0.

42
−

1.
04

6
−

0.
18

   
 Po

ta
to

 P
2

15
0.

16
30

78
.5

39
2.

16
−0

.7
00

−
0.

90
0.

99
6

1.
13

−
29

.6
86

−
0.

96

   
 W

he
at

 P
3

12
0.

31
67

0.
94

6
2.

18
−0

.3
31

−
1.

67
−

0.
08

4
−

0.
70

8.
06

1
1.

20

   
 B

ar
le

y 
P3

12
0.

22
76

9.
19

7
2.

62
−0

.2
30

−
1.

22
−

0.
07

0
−

0.
61

−
0.

49
8

−
0.

08

   
 O

at
s 

P3
12

0.
18

52
6.

53
1

1.
45

−0
.2

63
−

1.
13

−
0.

00
2

−
0.

02
6.

15
3

0.
78

   
 Po

ta
to

 P
3

12
0.

12
16

06
.2

59
1.

17
0.

23
8

0.
27

−
0.

49
8

−
0.

93
22

.9
46

0.
77

A
ke

rs
hu

s/
O

sl
o

   
 W

he
at

44
0.

57
43

8.
73

7
3.

22
−0

.1
27

−
1.

41
−

0.
06

5
−

0.
86

5.
65

5
7.

28

   
 B

ar
le

y
44

0.
47

45
9.

35
7

4.
03

−0
.1

28
−

1.
71

−
0.

07
2

−
1.

14
3.

77
5

5.
82

   
 O

at
s

44
0.

42
41

1.
23

3
2.

99
−0

.1
32

−
1.

46
−

0.
01

6
−

0.
21

4.
25

0
5.

43

co
nt

in
ue

d



480 CLIMATE CHANGE EFFECT ON CROP PRODUCTIVITY

C
ou

nt
y/

cr
op

O
bs

er
va

tio
ns

C
on

st
an

t
G

S-
G

D
D

A
nn

-p
re

T
im

e 
tr

en
d

R
2

C
oe

ffi
ci

en
t

t-
st

at
C

oe
ffi

ci
en

t
t-

st
at

C
oe

ffi
ci

en
t

t-
st

at
C

oe
ffi

ci
en

t
t-

st
at

   
 Po

ta
to

44
0.

43
71

2.
30

4
1.

05
0.

33
0

0.
74

0.
95

2
2.

53
18

.3
02

4.
72

   
 W

he
at

 P
1

16
0.

69
20

8.
54

1
1.

25
0.

07
5

0.
81

−
0.

12
7

−
1.

27
8.

75
4

3.
46

   
 B

ar
le

y 
P1

16
0.

41
28

3.
68

9
1.

39
0.

00
3

0.
03

−
0.

08
8

−
0.

72
6.

29
3

2.
03

   
 O

at
s 

P1
16

0.
53

26
6.

84
7

1.
38

0.
00

6
0.

06
−

0.
08

8
−

0.
76

7.
81

1
2.

67
   

 Po
ta

to
 P

1
16

0.
24

80
1.

48
4

0.
62

0.
55

8
0.

78
0.

42
3

0.
54

34
.8

88
1.

77
   

 W
he

at
 P

2
15

0.
21

36
4.

39
6

1.
67

−0
.0

78
−

0.
56

−
0.

02
5

−
0.

17
5.

68
7

1.
32

   
 B

ar
le

y 
P2

15
0.

44
57

9.
15

3
3.

40
−0

.2
52

−
2.

30
0.

20
5

1.
76

−
3.

76
7

−
1.

12

   
 O

at
s 

P2
15

0.
29

59
9.

10
7

2.
44

−0
.2

75
−

1.
73

0.
18

2
1.

08
−

2.
26

0
−

0.
47

   
 Po

ta
to

 P
2

15
0.

34
98

7.
29

0
0.

72
−0

.1
58

−
0.

18
1.

84
4

1.
96

−
0.

88
1

−
0.

03

   
 W

he
at

 P
3

13
0.

30
78

6.
09

2
2.

10
−0

.4
27

−
1.

74
0.

08
6

0.
45

3.
32

2
0.

46

   
 B

ar
le

y 
P3

13
0.

07
56

5.
18

2
2.

04
−0

.1
35

−
0.

75
−

0.
05

3
−

0.
38

0.
58

6
0.

11

   
 O

at
s 

P3
13

0.
13

30
8.

25
6

0.
85

−0
.1

17
−

0.
50

0.
08

6
0.

47
3.

95
3

0.
56

   
 Po

ta
to

 P
3

13
0.

50
79

.8
81

0.
06

0.
22

7
0.

27
0.

77
8

1.
19

43
.2

84
1.

74

H
ed

m
ar

k
   

 W
he

at
41

0.
74

30
7.

34
0

2.
51

−0
.0

62
−

0.
79

0.
02

3
0.

23
6.

83
6

9.
89

   
 B

ar
le

y
41

0.
63

26
2.

05
2

2.
65

−0
.0

13
−

0.
21

0.
00

1
0.

01
4.

28
0

7.
69

   
 O

at
s

41
0.

53
24

4.
14

1
2.

22
0.

00
7

0.
09

−
0.

00
9

−
0.

10
3.

86
1

6.
22

   
 Po

ta
to

41
0.

37
54

4.
45

3
0.

74
0.

77
5

1.
65

1.
06

8
1.

77
14

.0
16

3.
40

   
 W

he
at

 P
1

16
0.

58
13

6.
31

5
0.

93
0.

02
4

0.
28

0.
10

7
0.

85
8.

34
4

3.
88

   
 B

ar
le

y 
P1

16
0.

34
14

2.
10

6
0.

70
0.

05
1

0.
45

0.
04

2
0.

24
6.

65
5

2.
22

   
 O

at
s 

P1
16

0.
42

10
0.

60
8

0.
52

0.
07

2
0.

65
0.

05
5

0.
33

7.
47

1
2.

62
   

 Po
ta

to
 P

1
16

0.
24

−3
65

.7
97

−0
.2

5
0.

95
2

1.
16

1.
96

6
1.

58
32

.4
63

1.
53



481CLIMATE CHANGE IMPACTS

   
 W

he
at

 P
2

15
0.

35
35

4.
47

6
1.

81
−0

.1
03

−
0.

76
0.

15
2

0.
83

4.
69

1
1.

31

   
 B

ar
le

y 
P2

15
0.

11
36

6.
48

7
2.

96
−0

.0
54

−
0.

63
0.

08
7

0.
76

−
0.

18
1

−
0.

08

   
 O

at
s 

P2
15

0.
09

37
6.

34
4

2.
50

−0
.0

72
−

0.
69

0.
05

9
0.

42
0.

61
9

0.
22

   
 Po

ta
to

 P
2

15
0.

13
12

64
.6

22
0.

98
0.

36
5

0.
40

1.
45

1
1.

20
−

5.
22

2
−

0.
22

   
 W

he
at

 P
3

10
0.

17
23

0.
24

6
0.

46
0.

07
8

0.
33

0.
37

3
0.

98
−

2.
62

0
−

0.
41

   
 B

ar
le

y 
P3

10
0.

50
12

.6
02

0.
05

0.
13

7
1.

06
0.

47
8

2.
32

−
2.

48
5

−
0.

72
   

 O
at

s 
P3

10
0.

46
−2

03
.0

27
−0

.5
3

0.
28

8
1.

59
0.

63
2

2.
18

−
4.

75
6

−
0.

97

   
 Po

ta
to

 P
3

10
0.

41
−1

84
.5

53
−0

.1
0

1.
77

4
1.

97
2.

12
1

1.
47

−
18

.3
81

−
0.

76

O
pp

la
nd

   
 W

he
at

42
0.

59
38

4.
31

1
3.

16
−

0.
07

4
−

0.
86

−
0.

03
7

−
0.

41
5.

44
3

7.
35

   
 B

ar
le

y
42

0.
39

26
6.

00
7

2.
73

−
0.

00
8

−
0.

11
−

0.
00

2
−

0.
04

2.
87

5
4.

84
   

 O
at

s
42

0.
30

30
6.

82
0

2.
27

−
0.

03
2

−
0.

34
−

0.
03

5
−

0.
35

3.
29

8
4.

01
   

 Po
ta

to
42

0.
24

83
9.

19
4

1.
23

0.
53

0
1.

09
1.

23
7

2.
49

8.
09

8
1.

95
   

 W
he

at
 P

1
16

0.
68

17
5.

42
7

1.
29

0.
00

4
0.

04
0.

07
9

0.
67

10
.3

35
4.

72
   

 B
ar

le
y 

P1
16

0.
35

11
0.

08
3

0.
68

0.
06

9
0.

72
0.

06
7

0.
47

6.
04

3
2.

31
   

 O
at

s 
P1

16
0.

45
21

1.
12

2
1.

23
0.

01
9

0.
18

−
0.

02
6

−
0.

18
7.

28
2

2.
62

   
 Po

ta
to

 P
1

16
0.

19
26

6.
84

9
0.

21
0.

67
1

0.
87

1.
77

2
1.

57
18

.0
48

0.
86

   
 W

he
at

 P
2

15
0.

18
55

2.
99

0
2.

38
−

0.
17

3
−

1.
05

0.
07

4
0.

45
1.

17
2

0.
28

   
 B

ar
le

y 
P2

15
0.

13
33

6.
61

0
2.

05
−

0.
05

2
−

0.
44

0.
11

0
0.

95
−

0.
87

6
−

0.
30

   
 O

at
s 

P2
15

0.
19

46
3.

60
5

1.
96

−
0.

15
6

−
0.

92
0.

14
8

0.
89

−
2.

07
6

−
0.

49
   

 Po
ta

to
 P

2
15

0.
19

12
31

.1
43

0.
78

0.
26

3
0.

23
1.

68
4

1.
52

−
9.

85
2

−
0.

35
   

 W
he

at
 P

3
11

0.
00

41
1.

88
9

1.
36

0.
01

8
0.

09
0.

03
3

0.
16

−
0.

16
2

−
0.

02
   

 B
ar

le
y 

P3
11

0.
09

51
2.

27
1

1.
87

−
0.

01
2

−
0.

06
0.

05
5

0.
28

−
4.

98
6

−
0.

81
   

 O
at

s 
P3

11
0.

04
25

1.
11

4
0.

57
0.

13
8

0.
47

−
0.

04
3

−
0.

14
−

0.
64

5
−

0.
06

   
 Po

ta
to

 P
3

11
0.

27
14

92
.3

94
1.

35
0.

94
6

1.
29

0.
89

7
1.

15
−

15
.8

95
−

0.
64



482 CLIMATE CHANGE EFFECT ON CROP PRODUCTIVITY

C
ou

nt
y/

cr
op

C
on

st
an

t
G

S-
G

D
D

A
nn

-p
re

T
im

e

O
bs

er
va

tio
ns

R
2

C
oe

ffi
ci

en
t

t-
st

at
C

oe
ffi

ci
en

t
t-

st
at

C
oe

ffi
ci

en
t

t-
st

at
C

oe
ffi

ci
en

t

B
us

ke
ru

d
   

 W
he

at
44

0.
53

46
7.

92
7

3.
19

−
0.

14
9

−
1.

60
−

0.
03

7
−

0.
46

5.
59

6
   

 B
ar

le
y

44
0.

35
43

8.
65

8
3.

41
−

0.
12

4
−

1.
52

−
0.

03
7

−
0.

52
3.

42
6

   
 O

at
s

44
0.

43
37

6.
87

7
2.

59
−

0.
09

6
−

1.
04

−
0.

03
0

−
0.

37
4.

49
5

   
 Po

ta
to

44
0.

13
25

50
.1

86
3.

16
−

0.
34

9
−

0.
68

−
0.

05
2

−
0.

12
11

.2
19

   
 W

he
at

 P
1

16
0.

86
17

1.
14

1
1.

32
0.

05
9

0.
90

−
0.

08
3

−
0.

92
12

.2
00

   
 B

ar
le

y 
P1

16
0.

60
26

5.
16

8
1.

91
0.

03
7

0.
53

−
0.

11
5

−
1.

19
5.

38
0

   
 O

at
s 

P1
16

0.
78

25
5.

24
9

2.
09

0.
04

3
0.

70
−

0.
14

4
−

1.
69

7.
61

3
   

 Po
ta

to
 P

1
16

0.
19

10
34

.0
77

0.
86

0.
25

3
0.

42
0.

81
3

0.
97

30
.1

46
   

 W
he

at
 P

2
15

0.
30

64
5.

01
1

2.
01

−
0.

29
7

−
1.

55
0.

18
5

0.
86

0.
45

1
   

 B
ar

le
y 

P2
15

0.
49

73
8.

29
0

3.
29

−
0.

35
9

−
2.

67
0.

28
0

1.
86

−
5.

66
9

   
 O

at
s 

P2
15

0.
34

74
7.

74
6

2.
59

−
0.

34
9

−
2.

01
0.

23
9

1.
24

−
5.

09
8

   
 Po

ta
to

 P
2

15
0.

66
17

90
.1

57
1.

61
−

1.
04

6
−

1.
57

1.
87

9
2.

53
14

.2
05

   
 W

he
at

 P
3

13
0.

23
53

9.
58

9
1.

73
−

0.
25

3
−

1.
25

−
0.

00
2

−
0.

01
6.

25
4

   
 B

ar
le

y 
P3

13
0.

04
45

5.
52

8
1.

24
−

0.
12

3
−

0.
51

−
0.

05
9

−
0.

34
3.

11
4

   
 O

at
s 

P3
13

0.
19

13
6.

24
6

0.
34

−
0.

07
4

−
0.

28
−

0.
03

4
−

0.
18

9.
93

5
   

 Po
ta

to
 P

3
13

0.
55

34
52

.0
09

2.
49

0.
34

6
0.

38
−

1.
77

5
−

2.
73

−
1.

96
9

V
es

tf
ol

d
   

 W
he

at
44

0.
54

38
5.

67
3

2.
61

−
0.

05
6

−
0.

58
−

0.
07

2
−

1.
05

5.
68

7
   

 B
ar

le
y

44
0.

41
48

9.
14

8
3.

98
−

0.
09

6
−

1.
21

−
0.

09
3

−
1.

64
3.

56
5

   
 O

at
s

44
0.

42
51

0.
76

2
3.

29
−

0.
14

4
−

1.
43

−
0.

06
5

−
0.

91
4.

65
6

   
 Po

ta
to

44
0.

26
29

71
.8

69
3.

81
−

0.
48

3
−

0.
96

−
0.

15
2

−
0.

42
16

.1
52

   
 W

he
at

 P
1

16
0.

76
86

.5
70

0.
49

0.
08

9
0.

92
−

0.
02

3
−

0.
25

11
.8

42



483CLIMATE CHANGE IMPACTS

   
 B

ar
le

y 
P1

16
0.

58
34

0.
25

1
1.

86
0.

02
3

0.
22

−
0.

13
5

−
1.

43
6.

31
3

   
 O

at
s 

P1
16

0.
74

36
3.

45
3

2.
11

−
0.

01
9

−
0.

20
−

0.
13

9
−

1.
55

9.
60

0
   

 Po
ta

to
 P

1
16

0.
29

20
05

.2
87

1.
34

−
0.

08
6

−
0.

10
0.

17
5

0.
22

40
.1

68
   

 W
he

at
 P

2
15

0.
08

49
4.

88
2

2.
00

−
0.

09
8

−
0.

68
0.

07
4

0.
46

−
0.

11
6

   
 B

ar
le

y 
P2

15
0.

31
60

9.
57

2
3.

14
−

0.
21

6
−

1.
90

0.
17

9
1.

43
−

4.
14

6
   

 O
at

s 
P2

15
0.

17
67

8.
96

8
2.

22
−

0.
24

4
−

1.
37

0.
12

5
0.

63
−

2.
78

6
   

 Po
ta

to
 P

2
15

0.
45

17
05

.0
25

1.
18

−
0.

66
5

−
0.

79
1.

22
8

1.
31

28
.8

47
   

 W
he

at
 P

3
13

0.
24

77
1.

76
2

1.
96

−
0.

33
0

−
1.

49
−

0.
01

4
−

0.
12

3.
35

7
   

 B
ar

le
y 

P3
13

0.
17

61
7.

10
6

1.
51

−
0.

21
6

−
0.

94
−

0.
10

5
−

0.
83

4.
53

8
   

 O
at

s 
P3

13
0.

25
58

4.
10

1
1.

23
−

0.
32

4
−

1.
22

−
0.

03
8

−
0.

26
8.

18
6

   
 Po

ta
to

 P
3

13
0.

14
34

66
.8

11
1.

74
−

0.
03

4
−

0.
03

−
0.

55
0

−
0.

90
−

5.
10

8

Te
le

m
ar

k
   

 W
he

at
32

0.
42

21
9.

66
0

1.
39

−
0.

04
1

−
0.

38
0.

03
7

0.
46

5.
21

7
   

 B
ar

le
y

32
0.

28
29

8.
46

7
2.

13
−

0.
05

7
−

0.
60

0.
01

7
0.

24
3.

35
1

   
 O

at
s

32
0.

19
40

9.
20

3
2.

73
−

0.
14

0
−

1.
37

0.
01

4
0.

18
2.

48
3

   
 Po

ta
to

32
0.

17
23

95
.1

18
2.

93
−

0.
68

5
−

1.
23

0.
72

6
1.

76
−

3.
37

8
   

 W
he

at
 P

1
16

0.
74

−
17

4.
21

9
−

1.
46

0.
26

4
3.

35
0.

02
1

0.
28

7.
37

6
   

 B
ar

le
y 

P1
16

0.
69

−
11

1.
87

3
−

0.
81

0.
22

9
2.

52
0.

03
7

0.
43

8.
29

3
   

 O
at

s 
P1

16
0.

87
−

11
0.

62
2

−
1.

22
0.

18
6

3.
13

0.
08

1
1.

45
10

.5
48

   
 Po

ta
to

 P
1

16
0.

40
−

10
5.

13
2

−
0.

12
1.

12
0

1.
88

0.
78

0
1.

40
27

.8
38

   
 W

he
at

 P
2

15
0.

33
64

9.
12

8
3.

02
−

0.
28

2
−

2.
01

0.
14

4
1.

05
−

2.
94

4
   

 B
ar

le
y 

P2
15

0.
39

63
6.

20
9

3.
08

−
0.

29
9

−
2.

22
0.

17
0

1.
29

−
3.

24
6

   
 O

at
s 

P2
15

0.
44

74
1.

97
6

3.
66

−
0.

36
8

−
2.

78
0.

07
8

0.
60

−
1.

41
6

   
 Po

ta
to

 P
2

15
0.

61
40

65
.8

81
4.

04
−

2.
11

9
−

3.
22

1.
44

9
2.

26
−

23
.9

26
co

nt
in

ue
d



484 CLIMATE CHANGE EFFECT ON CROP PRODUCTIVITY

C
ou

nt
y/

cr
op

C
on

st
an

t
G

S-
G

D
D

A
nn

-p
re

T
im

e

O
bs

er
va

tio
ns

R
2

C
oe

ffi
ci

en
t

t-
st

at
C

oe
ffi

ci
en

t
t-

st
at

C
oe

ffi
ci

en
t

t-
st

at
C

oe
ffi

ci
en

t

A
us

t-
A

gd
er

   
 W

he
at

22
0.

05
21

9.
66

0
1.

39
−

0.
21

3
−

0.
79

0.
02

7
0.

17
−

1.
85

4
   

 B
ar

le
y

44
0.

08
29

8.
46

7
2.

13
−

0.
04

1
−

0.
50

−
0.

01
8

−
0.

48
1.

14
4

   
 O

at
s

44
0.

04
40

9.
20

3
2.

73
−

0.
04

3
−

0.
39

−
0.

01
1

−
0.

23
1.

07
7

   
 Po

ta
to

44
0.

16
23

95
.1

18
2.

93
0.

35
1

0.
68

−
0.

11
9

−
0.

52
−

10
.4

86
   

 B
ar

le
y 

P1
16

0.
39

60
.1

39
0.

41
0.

10
2

1.
03

0.
02

8
0.

56
5.

66
8

   
 O

at
s 

P1
16

0.
33

18
.3

21
0.

11
0.

11
9

1.
10

0.
03

3
0.

61
5.

30
2

   
 Po

ta
to

 P
1

16
0.

45
−

15
4.

19
2

−
0.

16
0.

93
6

1.
44

0.
64

7
1.

99
41

.8
01

   
 W

he
at

 P
2

15
0.

08
51

1.
30

5
0.

85
−

0.
07

8
−

0.
22

−
0.

17
9

−
0.

67
7.

39
3

   
 B

ar
le

y 
P2

15
0.

17
40

4.
74

2
1.

59
−

0.
12

3
−

0.
83

−
0.

03
7

−
0.

33
4.

05
1

   
 O

at
s 

P2
15

0.
11

63
0.

03
1

1.
90

−
0.

18
3

−
0.

95
−

0.
09

4
−

0.
63

−
0.

55
4

   
 Po

ta
to

 P
2

15
0.

19
32

28
.4

16
2.

67
−

0.
89

3
−

1.
28

0.
32

4
0.

60
−

22
.9

59
   

 B
ar

le
y 

P3
13

0.
02

36
7.

80
1

1.
00

0.
00

3
0.

01
0.

00
1

0.
01

−
2.

11
6

   
 O

at
s 

P3
13

0.
03

27
6.

81
4

0.
50

−
0.

08
7

−
0.

24
0.

02
1

0.
18

2.
68

6
   

 Po
ta

to
 P

3
13

0.
35

−
96

7.
08

7
−

0.
49

2.
39

4
1.

84
−

0.
56

0
−

1.
31

6.
07

1



485CLIMATE CHANGE IMPACTS

C
ou

nt
y/

cr
op

O
bs

er
va

tio
ns

R
2

C
on

st
an

t
G

S-
G

D
D

A
nn

-p
re

T
im

e 
tr

en
d

C
oe

ffi
ci

en
t

t-
st

at
C

oe
ffi

ci
en

t
t-

st
at

C
oe

ffi
ci

en
t

t-
st

at
C

oe
ffi

ci
en

t
t-

st
at

V
es

t-
A

gd
er

   
 W

he
at

1
12

0.
67

12
3.

68
6

1.
11

0.
11

7
1.

48
−0

.0
72

−
1.

71
6.

82
5

3.
24

   
 W

he
at

2
19

0.
12

10
4.

15
1

0.
24

0.
03

8
0.

11
0.

05
9

0.
28

7.
83

5
1.

21
   

 B
ar

le
y

44
0.

28
25

6.
31

2
1.

98
0.

05
3

0.
51

−
0.

09
1

−
1.

76
2.

81
0

3.
58

   
 O

at
s

44
0.

32
31

7.
18

0
2.

16
−

0.
04

3
−

0.
36

−
0.

02
9

−
0.

49
3.

80
5

4.
28

   
 Po

ta
to

44
0.

06
18

39
.6

60
3.

13
0.

46
7

0.
99

−
0.

31
7

−
1.

35
−

1.
66

4
−

0.
47

   
 W

he
at

 P
1

12
0.

67
12

3.
68

6
1.

11
0.

11
7

1.
48

−
0.

07
2

−
1.

71
6.

82
5

3.
24

   
 B

ar
le

y 
P1

16
0.

49
48

.9
18

0.
45

0.
15

6
1.

98
−

0.
02

1
−

0.
55

3.
49

1
2.

35
   

 O
at

s 
P1

16
0.

79
86

.8
65

0.
70

0.
13

5
1.

50
−

0.
04

8
−

1.
09

9.
51

0
5.

62
   

 Po
ta

to
 P

1
16

0.
42

−
69

4.
51

7
−

0.
62

1.
97

6
2.

45
0.

11
9

0.
30

25
.3

34
1.

67
   

 W
he

at
 P

2
15

0.
14

47
.1

87
0.

09
0.

15
6

0.
45

−
0.

08
2

−
0.

33
11

.6
76

1.
32

   
 B

ar
le

y 
P2

15
0.

30
29

1.
78

9
0.

90
0.

14
0

0.
63

−
0.

31
8

−
1.

99
8.

58
5

1.
49

   
 O

at
s 

P2
15

0.
10

26
1.

49
8

0.
74

0.
03

3
0.

14
−

0.
11

4
−

0.
66

6.
60

9
1.

06
   

 Po
ta

to
 P

2
15

0.
01

21
26

.7
62

1.
62

−
0.

18
3

−
0.

20
−

0.
06

6
−

0.
10

5.
32

6
0.

23
   

 B
ar

le
y 

P3
13

0.
16

43
6.

27
4

1.
32

−
0.

19
9

−
0.

84
−

0.
01

1
−

0.
13

4.
14

6
0.

87
   

 O
at

s 
P3

13
0.

27
67

1.
18

2
1.

62
−

0.
45

0
−

1.
51

0.
12

6
1.

19
3.

11
3

0.
52

   
 Po

ta
to

 P
3

13
0.

28
27

61
.3

31
2.

36
0.

11
4

0.
14

−
0.

44
6

−
1.

49
−

9.
73

0
−

0.
58

R
og

al
an

d
   

 W
he

at
1

14
0.

82
34

8.
06

3
3.

67
0.

07
3

1.
10

−
0.

13
7

−
4.

75
6.

10
2

3.
97

   
 W

he
at

2
21

0.
34

49
0.

94
7

2.
47

0.
10

2
0.

70
−

0.
24

6
−

2.
99

1.
66

2
0.

64
   

 B
ar

le
y

44
0.

58
43

8.
40

1
5.

12
0.

09
6

1.
51

−
0.

22
1

−
6.

37
2.

60
2

4.
95

   
 O

at
s

44
0.

34
38

4.
63

0
3.

27
0.

13
4

1.
52

−
0.

19
3

−
4.

06
1.

58
0

2.
19

   
 Po

ta
to

44
0.

29
18

80
.3

36
2.

85
1.

23
3

2.
51

−
0.

80
4

−
3.

01
5.

52
6

1.
36

co
nt

in
ue

d



486 CLIMATE CHANGE EFFECT ON CROP PRODUCTIVITY

C
ou

nt
y/

cr
op

R
2

C
on

st
an

t
G

S-
G

D
D

A
nn

-p
re

T
im

e 
tr

en
d

O
bs

er
va

tio
ns

C
oe

ffi
ci

en
t

t-
st

at
C

oe
ffi

ci
en

t
t-

st
at

C
oe

ffi
ci

en
t

t-
st

at
C

oe
ffi

ci
en

t
t-

st
at

   
 W

he
at

 P
1

14
0.

82
34

8.
06

3
3.

67
0.

07
3

1.
10

−
0.

13
7

−
4.

75
6.

10
2

3.
97

   
 B

ar
le

y 
P1

16
0.

68
32

3.
10

3
2.

07
0.

13
5

1.
24

−
0.

17
1

−
3.

67
4.

20
0

2.
07

   
 O

at
s 

P1
16

0.
82

28
6.

60
9

1.
98

0.
16

6
1.

64
−

0.
19

4
−

4.
48

8.
90

1
4.

74
   

 Po
ta

to
 P

1
16

0.
41

41
27

.8
54

2.
09

−
0.

25
4

−
0.

18
−

1.
47

8
−

2.
50

44
.2

34
1.

73
   

 W
he

at
 P

2
15

0.
52

46
7.

48
0

1.
71

0.
13

4
0.

82
−

0.
33

5
−

3.
33

5.
72

4
1.

27
   

 B
ar

le
y 

P2
15

0.
70

15
4.

65
2

0.
82

0.
25

8
2.

29
−

0.
28

5
−

4.
10

10
.2

12
3.

28
   

 O
at

s 
P2

15
0.

38
23

6.
45

8
1.

06
0.

20
3

1.
54

−
0.

17
5

−
2.

14
4.

61
2

1.
26

   
 Po

ta
to

 P
2

15
0.

36
17

55
.9

15
1.

32
1.

36
8

1.
72

−
0.

47
0

−
0.

96
−

11
.0

66
−

0.
50

   
 B

ar
le

y 
P3

13
0.

62
52

4.
71

3
3.

31
0.

13
2

0.
81

−
0.

26
5

−
3.

28
0.

22
2

0.
07

   
 O

at
s 

P3
13

0.
34

31
4.

68
2

1.
00

0.
16

0
0.

50
−

0.
25

7
−

1.
61

4.
01

9
0.

68
   

 Po
ta

to
 P

3
13

0.
42

17
34

.0
81

2.
71

0.
97

3
1.

48
−

0.
57

7
−

1.
77

9.
68

3
0.

81

H
or

da
la

nd
   

 B
ar

le
y

35
0.

41
44

3.
83

2
2.

84
−

0.
00

5
−

0.
04

−
0.

12
0

−
3.

96
5.

05
1

4.
00

   
 O

at
s

34
0.

15
21

3.
43

9
1.

04
0.

12
1

0.
75

−
0.

06
0

−
1.

60
3.

09
9

2.
08

   
 Po

ta
to

44
0.

22
23

78
.4

05
3.

06
0.

37
8

0.
58

−
0.

34
3

−
2.

08
−

7.
52

6
−

1.
46

   
 B

ar
le

y 
P1

16
0.

68
15

6.
51

0
1.

25
0.

17
4

1.
91

−
0.

07
2

−
3.

06
6.

70
6

3.
82

   
 O

at
s 

P1
16

0.
57

17
5.

26
1

1.
02

0.
13

9
1.

10
−

0.
06

9
−

2.
13

9.
03

8
3.

72
   

 Po
ta

to
 P

1
16

0.
46

25
12

.2
54

1.
31

0.
56

7
0.

41
−

0.
87

4
−

2.
42

71
.0

90
2.

63
   

 B
ar

le
y 

P2
15

0.
53

71
.0

68
0.

20
0.

19
2

0.
73

−
0.

16
3

−
2.

52
15

.3
28

2.
98

   
 O

at
s 

P2
15

0.
23

53
3.

61
2

1.
22

0.
01

7
0.

05
−

0.
13

9
−

1.
73

−
0.

35
4

−
0.

06
   

 Po
ta

to
 P

2
15

0.
34

19
21

.2
48

1.
50

1.
06

5
1.

10
−

0.
38

1
−

1.
61

−
10

.4
73

−
0.

56
   

 Po
ta

to
 P

3
13

0.
24

24
05

.0
11

2.
15

0.
92

7
0.

91
−

0.
13

1
−

0.
53

−
40

.3
03

−
1.

62



487CLIMATE CHANGE IMPACTS

So
gn

 &
 F

jo
rd

an
e

   
 B

ar
le

y
35

0.
46

28
8.

05
0

2.
52

−
0.

00
8

−
0.

09
−

0.
02

8
−

1.
26

4.
85

9
4.

85
   

 O
at

s
29

0.
07

33
5.

35
9

1.
55

−
0.

03
5

−
0.

21
−

0.
03

3
−

0.
80

2.
55

6
1.

38
   

 Po
ta

to
44

0.
23

15
26

.3
46

2.
18

1.
04

8
1.

84
−

0.
23

6
−

1.
81

−
7.

23
8

−
1.

56
   

 B
ar

le
y 

P1
16

0.
66

−
24

.7
30

−
0.

18
0.

24
3

2.
49

−
0.

01
4

−
0.

59
6.

70
9

3.
63

   
 O

at
s 

P1
16

0.
48

14
8.

32
1

0.
60

0.
14

3
0.

80
−

0.
06

4
−

1.
44

9.
69

5
2.

87
   

 Po
ta

to
 P

1
16

0.
43

24
57

.7
54

1.
34

0.
47

4
0.

36
−

0.
66

4
−

2.
00

51
.4

24
2.

04
   

 B
ar

le
y 

P2
15

0.
30

40
4.

65
7

3.
22

−
0.

11
3

−
1.

10
−

0.
03

0
−

0.
98

4.
93

7
1.

97
   

 O
at

s 
P2

13
0.

15
55

0.
80

1
1.

57
−

0.
32

8
−

1.
17

0.
02

2
0.

29
2.

06
8

0.
29

   
 Po

ta
to

 P
2

15
0.

60
19

63
.2

18
2.

72
1.

53
8

2.
60

−
0.

32
8

−
1.

88
−

41
.9

07
−

2.
91

   
 Po

ta
to

 P
3

13
0.

10
92

0.
79

3
0.

59
−

0.
25

4
−

0.
17

0.
14

4
0.

58
28

.4
16

0.
92

M
ør

e 
&

 R
om

sd
al

   
 B

ar
le

y
43

0.
10

28
0.

49
4

2.
72

0.
02

4
0.

26
−

0.
05

9
−

1.
70

1.
20

7
1.

71
   

 O
at

s
34

0.
14

25
9.

92
6

1.
40

0.
04

0
0.

24
−

0.
07

1
−

1.
23

3.
31

6
2.

14
   

 Po
ta

to
43

0.
29

11
26

.9
26

1.
66

1.
61

2
2.

66
−

0.
56

3
−

2.
47

7.
98

4
1.

73
   

 B
ar

le
y 

P1
15

0.
28

20
2.

78
0

0.
99

0.
10

2
0.

59
−

0.
07

5
−

1.
48

1.
75

7
0.

59
   

 O
at

s 
P1

15
0.

36
17

5.
88

4
0.

87
0.

14
0

0.
81

−
0.

08
6

−
1.

71
2.

78
1

0.
93

   
 Po

ta
to

 P
1

15
0.

50
36

57
.7

35
1.

95
−

0.
23

3
−

0.
15

−
1.

38
4

−
2.

98
47

.2
82

1.
72

   
 B

ar
le

y 
P2

15
0.

35
16

9.
34

3
0.

99
0.

09
3

0.
71

−
0.

06
5

−
1.

18
5.

11
2

1.
97

   
 O

at
s 

P2
15

0.
07

34
.6

57
0.

08
0.

17
5

0.
53

−
0.

01
5

−
0.

11
5.

13
8

0.
78

   
 Po

ta
to

 P
2

15
0.

36
13

31
.9

90
1.

18
1.

58
9

1.
83

−
0.

56
5

−
1.

54
−

1.
52

7
−

0.
09

   
 B

ar
le

y 
P3

13
0.

19
−

64
.9

50
−

0.
30

0.
13

3
0.

83
0.

05
8

0.
77

2.
30

5
0.

57
   

 Po
ta

to
 P

3
13

0.
47

−
73

0.
26

9
−

0.
68

1.
18

3
1.

48
0.

53
3

1.
43

27
.2

94
1.

36



488 CLIMATE CHANGE EFFECT ON CROP PRODUCTIVITY

C
ou

nt
y/

cr
op

C
on

st
an

t
G

S-
G

D
D

A
nn

-p
re

O
bs

er
va

tio
ns

R
2

C
oe

ffi
ci

en
t

t-
st

at
C

oe
ffi

ci
en

t
t-

st
at

C
oe

ffi
ci

en
t

t-
st

at

Sø
r-

T
rø

nd
el

ag
   

 W
he

at
1

13
0.

11
10

3.
92

1
0.

38
0.

14
9

0.
81

−
0.

01
9

−
0.

13
   

 W
he

at
2

28
0.

37
30

3.
36

1
1.

89
0.

21
6

1.
56

0.
00

6
0.

07
   

 B
ar

le
y

44
0.

41
16

3.
14

7
2.

04
0.

14
4

2.
19

−0
.0

81
−

2.
20

   
 O

at
s

44
0.

29
18

2.
73

5
1.

88
0.

15
7

1.
96

−0
.0

99
−

2.
19

   
 Po

ta
to

44
0.

45
13

94
.8

96
2.

46
1.

60
5

3.
44

−0
.7

83
−

2.
98

   
 W

he
at

 P
1

13
0.

11
10

3.
92

1
0.

38
0.

14
9

0.
81

−
0.

01
9

−
0.

13
   

 B
ar

le
y 

P1
16

0.
36

31
9.

91
8

1.
59

0.
05

4
0.

35
−0

.1
68

−
2.

03
   

 O
at

s 
P1

16
0.

45
44

4.
13

6
1.

85
0.

01
0

0.
05

−0
.2

58
−

2.
61

   
 Po

ta
to

 P
1

16
0.

59
17

61
.1

91
1.

22
1.

68
5

1.
52

−1
.4

68
−

2.
46

   
 W

he
at

 P
2

15
0.

24
10

5.
71

6
0.

52
0.

23
1

1.
32

−
0.

01
8

−
0.

18
   

 B
ar

le
y 

P2
15

0.
44

22
5.

53
9

2.
46

0.
08

9
1.

14
−0

.0
81

−
1.

87
   

 O
at

s 
P2

15
0.

25
27

3.
12

6
2.

19
0.

12
7

1.
19

−
0.

08
2

−
1.

38
   

 Po
ta

to
 P

2
15

0.
68

17
61

.2
12

2.
83

1.
87

3
3.

51
−0

.6
56

−
2.

22
   

 W
he

at
 P

3
13

0.
24

35
6.

38
5

1.
31

−
0.

08
6

−
0.

43
0.

15
9

1.
11

   
 B

ar
le

y 
P3

13
0.

38
−

11
6.

09
0

−
0.

59
0.

26
9

1.
85

−
0.

00
6

−
0.

06
   

 O
at

s 
P3

13
0.

45
−

26
0.

09
3

−
1.

24
0.

22
9

1.
48

0.
07

2
0.

65
   

 Po
ta

to
 P

3
13

0.
54

−
51

6.
45

1
−

0.
59

−
0.

05
2

−
0.

08
1.

03
0

2.
25

N
or

d-
T

rø
nd

el
ag

   
 W

he
at

44
0.

25
19

9.
96

5
1.

77
0.

04
9

0.
55

0.
02

3
0.

42
   

 B
ar

le
y

44
0.

38
17

3.
11

6
2.

59
0.

12
5

2.
34

−0
.0

73
−

2.
21

   
 O

at
s

44
0.

21
18

1.
59

6
2.

02
0.

12
4

1.
74

−
0.

07
6

−
1.

69
   

 Po
ta

to
44

0.
42

15
79

.9
55

3.
35

1.
26

9
3.

38
−0

.7
32

−
3.

13
   

 W
he

at
 P

1
16

0.
08

45
2.

69
3

1.
92

−
0.

10
3

−
0.

58
−

0.
10

7
−

0.
98



489CLIMATE CHANGE IMPACTS

   
 B

ar
le

y 
P1

16
0.

27
26

3.
45

1
1.

52
0.

05
7

0.
44

−
0.

11
9

−
1.

48
   

 O
at

s 
P1

16
0.

40
39

0.
13

4
2.

20
−

0.
01

1
−

0.
08

−0
.2

00
−

2.
44

   
 Po

ta
to

 P
1

16
0.

56
13

14
.9

99
1.

12
1.

66
1

1.
89

−1
.0

60
−

1.
94

   
 W

he
at

 P
2

15
0.

69
20

2.
72

9
2.

52
0.

04
7

0.
70

−
0.

06
7

−
1.

56
   

 B
ar

le
y 

P2
15

0.
53

20
4.

71
0

2.
67

0.
11

2
1.

73
−0

.0
98

−
2.

40
   

 O
at

s 
P2

15
0.

32
23

9.
38

3
1.

74
0.

08
7

0.
75

−
0.

12
5

−
1.

70
   

 Po
ta

to
 P

2
15

0.
36

18
37

.5
39

2.
13

1.
30

9
1.

79
−

0.
68

6
−

1.
49

   
 W

he
at

 P
3

13
0.

47
−

10
7.

35
4

−
0.

47
0.

03
3

0.
22

0.
29

2
2.

69
   

 B
ar

le
y 

P3
13

0.
32

15
7.

07
8

0.
94

0.
20

9
1.

93
−

0.
08

7
−

1.
09

   
 O

at
s 

P3
13

0.
29

89
.9

33
0.

47
0.

22
0

1.
77

0.
00

4
0.

04
   

 Po
ta

to
 P

3
13

0.
13

22
68

.7
55

3.
74

0.
42

0
1.

06
−

0.
17

3
−

0.
60

N
or

dl
an

d
   

 B
ar

le
y

37
0.

55
93

.7
65

1.
10

0.
23

9
3.

55
−

0.
08

3
−

3.
23

   
 O

at
s

26
0.

49
10

1.
80

7
0.

77
0.

23
3

2.
30

−
0.

08
9

−
2.

15
   

 Po
ta

to
44

0.
64

57
8.

41
2

1.
45

2.
05

1
5.

98
−

0.
44

2
−

3.
45

   
 B

ar
le

y 
P1

16
0.

59
10

.7
71

0.
11

0.
25

7
3.

15
−

0.
03

4
−

1.
11

   
 O

at
s 

P1
16

0.
57

−
41

.3
69

−
0.

35
0.

30
8

3.
11

−
0.

03
2

−
0.

88
   

 Po
ta

to
 P

1
16

0.
70

39
.6

88
0.

06
2.

35
4

4.
01

−
0.

31
4

−
1.

44
   

 B
ar

le
y 

P2
15

0.
66

19
4.

78
7

1.
09

0.
20

7
1.

88
−

0.
13

0
−

2.
68

   
 O

at
s 

P2
10

0.
61

54
5.

56
1

1.
62

0.
04

5
0.

19
−

0.
22

2
−

1.
91

   
 Po

ta
to

 P
2

15
0.

66
19

90
.4

38
1.

87
1.

23
5

1.
89

−
0.

81
7

−
2.

83
   

 Po
ta

to
 P

3
13

0.
64

−
18

3.
95

6
−

0.
22

2.
45

3
3.

23
−

0.
61

8
−

1.
64

T
ro

m
s

   
 Po

ta
to

44
0.

51
15

7.
06

4
0.

35
2.

29
0

5.
36

0.
05

4
0.

21
   

 Po
ta

to
 P

1
16

0.
59

−
66

1.
82

1
−

0.
80

3.
01

4
3.

98
0.

54
4

1.
10

co
nt

in
ue

d



490 CLIMATE CHANGE EFFECT ON CROP PRODUCTIVITY

C
ou

nt
y/

cr
op

C
on

st
an

t
G

S-
G

D
D

A
nn

-p
re

O
bs

er
va

tio
ns

R
2

C
oe

ffi
ci

en
t

t-
st

at
C

oe
ffi

ci
en

t
t-

st
at

C
oe

ffi
ci

en
t

t-
st

at

   
 Po

ta
to

 P
2

15
0.

63
52

8.
52

7
0.

68
1.

69
4

2.
75

−
0.

65
2

−
1.

75
   

 Po
ta

to
 P

3
13

0.
38

−
16

81
.8

57
−

1.
24

2.
19

4
1.

88
0.

87
5

1.
29

Fi
nn

m
ar

k
   

 Po
ta

to
44

0.
64

25
3.

32
9

0.
61

2.
67

8
7.

24
−

0.
98

2
−

1.
37

   
 Po

ta
to

 P
1

16
0.

66
−

56
0.

85
8

−
0.

53
3.

00
5

4.
61

0.
04

1
0.

02
   

 Po
ta

to
 P

2
15

0.
74

18
84

.2
00

2.
17

2.
27

1
3.

45
−

2.
47

4
−

2.
07

   
 Po

ta
to

 P
3

13
0.

44
55

8.
69

8
0.

93
1.

51
6

2.
08

0.
48

0
0.

65

N
ot

es
: 

D
at

a 
in

 b
ol

d:
 t-

st
at

 >
= 

1.
8.

 P
1:

 1
95

8–
19

73
, P

2:
 1

97
4–

19
88

, P
3:

 1
98

9–
20

01
.

G
S-

G
D

D
: G

ro
w

in
g 

se
as

on
 g

ro
w

in
g 

de
gr

ee
 d

ay
s.

A
nn

-p
re

: A
nn

ua
l p

re
ci

pi
ta

tio
n.



491CLIMATE CHANGE IMPACTS

A
pp

en
di

x 
19

.B
: R

eg
C

lim
 d

at
a 

an
d 

pr
ed

ic
ti

on
s

C
ou

nt
y

Pe
ri

od
C

ro
p

A
ve

ra
ge

 
yi

el
d 

(o
bs

er
ve

d)

E
st

im
at

ed
 

yi
el

d 
(m

od
el

 
de

ri
ve

d)

A
ve

ra
ge

 a
nn

ua
l G

D
D

19
80

–2
00

0 
va

lu
ea

R
eg

C
lim

 
%

 
ch

an
ge

E
st

im
at

ed
 

co
ef

fic
ie

nt

Pr
ed

ic
te

d 
ch

an
ge

 
in

 y
ie

ld

Pr
ed

ic
te

d 
%

 
ch

an
ge

 in
 

yi
el

d 
fr

om
 

R
eg

C
lim

Ø
st

fo
ld

A
ll

B
ar

le
y

34
1

59
2

14
39

0.
15

 
A

ke
rs

hu
s/

O
sl

o
A

ll
Po

ta
to

23
06

16
63

13
70

0.
17

 
H

ed
m

ar
k

P3
B

ar
le

y
39

5
48

9
12

06
0.

18
 

P3
O

at
s

37
6

37
2

12
06

0.
18

 
P3

Po
ta

to
26

17
21

26
12

06
0.

18
1.

8
39

4
19

%
O

pp
la

nd
A

ll
Po

ta
to

23
93

18
44

11
76

0.
24

 
B

us
ke

ru
d

P2
Po

ta
to

21
38

34
44

14
72

0.
20

 
P3

Po
ta

to
25

04
22

21
14

72
0.

20
 

Te
le

m
ar

k
P1

W
he

at
23

1
35

6
13

63
0.

19
0.

3
68

19
%

P1
B

ar
le

y
26

9
37

1
13

63
0.

19
0.

2
59

16
%

P1
O

at
s

26
8

31
4

13
63

0.
19

0.
2

48
15

%
P1

Po
ta

to
21

37
15

91
13

63
0.

19
1.

1
29

0
18

%
A

us
t-

A
gd

er
P1

Po
ta

to
21

97
82

3
15

15
0.

20
 

P3
Po

ta
to

18
66

28
30

15
15

0.
20

2.
4

72
5

26
%

V
es

t-
A

gd
er

P1
B

ar
le

y
24

2
44

9
14

67
0.

20
0.

2
46

10
%

P1
Po

ta
to

20
57

23
75

14
67

0.
20

2.
0

58
0

24
%

P2
B

ar
le

y
26

4
62

14
67

0.
20

 
R

og
al

an
d

A
ll

O
at

s
35

5
31

7
14

37
0.

18
 

A
ll

Po
ta

to
25

63
28

32
14

37
0.

18
1.

2
31

9
11

%
19

58
–1

97
1

W
he

at
32

3
35

0
14

37
0.

18
 

19
74

–1
99

4
W

he
at

36
5

35
8

14
37

0.
18

 
co

nt
in

ue
d



492 CLIMATE CHANGE EFFECT ON CROP PRODUCTIVITY

C
ou

nt
y

Pe
ri

od
C

ro
p

A
ve

ra
ge

 
yi

el
d 

(o
bs

er
ve

d)

E
st

im
at

ed
 

yi
el

d 
(m

od
el

 
de

ri
ve

d)

A
ve

ra
ge

 A
nn

ua
l G

D
D

19
80

–2
00

0 
va

lu
ea

R
eg

C
lim

 
%

 
ch

an
ge

E
st

im
at

ed
 

co
ef

fic
ie

nt

Pr
ed

ic
te

d 
ch

an
ge

 in
 

yi
el

d

Pr
ed

ic
te

d 
%

 
ch

an
ge

 in
 

yi
el

d 
fr

om
 

R
eg

C
lim

P1
B

ar
le

y
32

7
28

3
14

37
0.

18
 

P2
B

ar
le

y
36

7
34

5
14

37
0.

18
0.

3
67

19
%

P3
B

ar
le

y
37

1
36

9
14

37
0.

18
 

H
or

da
la

nd
A

ll
Po

ta
to

19
56

18
22

12
43

0.
21

 
P1

B
ar

le
y

26
7

39
1

12
43

0.
21

0.
2

45
12

%
P1

O
at

s
26

9
19

9
12

43
0.

21
 

So
gn

 &
 F

jo
rd

an
e

A
ll

Po
ta

to
21

00
24

91
12

13
0.

30
1.

0
38

1
15

%
P1

B
ar

le
y

26
8

44
1

12
13

0.
30

0.
2

89
20

%
M

ør
e 

&
 R

om
sd

al
A

ll
Po

ta
to

21
42

24
14

11
74

0.
24

1.
6

45
4

19
%

Sø
r-

T
rø

nd
el

ag
A

ll
B

ar
le

y
27

8
42

1
11

43
0.

23
0.

1
39

9%
A

ll
O

at
s

28
4

43
9

11
43

0.
23

0.
2

42
10

%
A

ll
Po

ta
to

20
87

26
58

11
43

0.
23

1.
6

43
1

16
%

N
or

d-
T

rø
nd

el
ag

A
ll

B
ar

le
y

27
5

43
1

12
12

0.
23

0.
1

35
8%

A
ll

Po
ta

to
24

35
11

15
12

12
0.

23
 

P1
O

at
s

24
9

38
7

12
12

0.
23

 
P3

W
he

at
33

9
31

6
12

12
0.

23
 

N
or

dl
an

d
A

ll
B

ar
le

y
20

3
39

3
93

4
0.

36
0.

2
80

20
%

A
ll

O
at

s
20

6
38

9
93

4
0.

36
0.

2
78

20
%

A
ll

Po
ta

to
16

02
21

65
93

4
0.

36
2.

1
68

9
32

%
T

ro
m

s
A

ll
Po

ta
to

14
92

19
87

72
4

0.
39

2.
3

64
7

33
%

Fi
nn

m
ar

k
A

ll
Po

ta
to

13
75

22
85

69
5

0.
43

2.
7

80
0

35
%

N
ot

e:
 T

ab
le

 b
as

ed
 o

n 
m

od
el

 e
st

im
at

es
, c

ha
ng

es
 in

 G
D

D
 a

nd
 p

re
ci

pi
ta

tio
n 

un
de

r 
th

e 
R

eg
C

lim
 s

ce
na

ri
o 

an
d 

yi
el

d 
pr

ed
ic

tio
ns

 f
or

 2
04

0.
a 

A
ve

ra
ge

 te
m

pe
ra

tu
re

 c
al

cu
la

tio
n 

ba
se

d 
on

 a
va

ila
bl

e 
da

ta
: H

ed
m

ar
k:

 1
98

0–
19

99
; O

pp
la

nd
: 1

98
0–

19
99

; T
el

em
ar

k:
 1

98
0–

19
89

.



493CLIMATE CHANGE IMPACTS

A
ve

ra
ge

 a
nn

ua
l p

re
ci

pi
ta

tio
n

C
ou

nt
y

Pe
ri

od
C

ro
p

19
80

–2
00

0 
va

lu
ea

R
eg

C
lim

 
%

 c
ha

ng
e

E
st

im
at

ed
 

co
ef

fic
ie

nt

Pr
ed

ic
te

d 
ch

an
ge

 in
 

yi
el

d

Pr
ed

ic
te

d 
%

 
ch

an
ge

 in
 

yi
el

d 
fr

om
 

R
eg

C
lim

Pr
ed

ic
te

d 
%

 
ch

an
ge

 in
 

yi
el

d:
 n

et
 

ef
fe

ct

Ø
st

fo
ld

A
ll

B
ar

le
y

86
6

0.
05

−
0.

1
−

4
−

1%
−

1%
A

ke
rs

hu
s/

O
sl

o
A

ll
Po

ta
to

81
9

0.
04

1.
0

31
2%

2%
H

ed
m

ar
k

P3
B

ar
le

y
63

9
0.

05
0.

5
15

3%
3%

 
P3

 O
at

s
63

9
0.

05
0.

6
19

5%
5%

 
P3

Po
ta

to
63

9
0.

05
 

 
 

19
%

O
pp

la
nd

A
ll

Po
ta

to
67

4
0.

04
1.

2
33

2%
2%

B
us

ke
ru

d
P2

Po
ta

to
78

9
0.

02
1.

9
30

1%
1%

 
P3

Po
ta

to
78

9
0.

02
−

1.
8

−
28

−
1%

−
1%

Te
le

m
ar

k
P1

W
he

at
81

6
0.

02
 

 
 

19
%

 
P1

B
ar

le
y

81
6

0.
02

 
 

 
16

%
 

P1
O

at
s

81
6

0.
02

 
 

 
15

%
 

P1
Po

ta
to

81
6

0.
02

 
 

 
18

%
A

us
t-

A
gd

er
P1

Po
ta

to
12

46
0.

05
0.

6
40

5%
5%

 
P3

Po
ta

to
12

46
0.

05
 

 
 

26
%

 V
es

t-
A

gd
er

P1
B

ar
le

y
12

60
0.

08
 

 
 

10
%

 
P1

Po
ta

to
12

60
0.

08
 

 
 

24
%

 
P2

B
ar

le
y

12
60

0.
08

−
0.

3
−

32
−

52
%

−
52

%
R

og
al

an
d

A
ll

O
at

s
12

31
0.

18
−

0.
2

−
43

−
14

%
−

14
%

 
A

ll
Po

ta
to

12
31

0.
18

−
0.

8
−

17
8

−
6%

5%
 

19
58

–1
97

1
W

he
at

12
31

0.
18

−
0.

1
−

30
−

9%
−

9%
 

19
74

–1
99

4
W

he
at

12
31

0.
18

−
0.

2
−

55
−

15
%

−
15

%
 

P1
B

ar
le

y
12

31
0.

18
−

0.
2

−
38

−
13

%
−

13
% co

nt
in

ue
d



494 CLIMATE CHANGE EFFECT ON CROP PRODUCTIVITY

A
ve

ra
ge

 a
nn

ua
l p

re
ci

pi
ta

tio
n

C
ou

nt
y

Pe
ri

od
C

ro
p

19
80

–2
00

0 
va

lu
ea

R
eg

C
lim

 
%

 c
ha

ng
e

E
st

im
at

ed
 

co
ef

fic
ie

nt

Pr
ed

ic
te

d 
ch

an
ge

 in
 

yi
el

d

Pr
ed

ic
te

d 
%

 
ch

an
ge

 in
 

yi
el

d 
fr

om
 

R
eg

C
lim

Pr
ed

ic
te

d 
%

 
ch

an
ge

 in
 

yi
el

d:
 n

et
 

ef
fe

ct

 
P2

B
ar

le
y

12
31

0.
18

−
0.

3
−

63
−

18
%

1%
 

P3
B

ar
le

y
12

31
0.

18
−

0.
3

−
59

−
16

%
−

16
%

H
or

da
la

nd
A

ll
Po

ta
to

21
17

0.
18

−
0.

3
−

13
1

−
7%

−
7%

 
P1

B
ar

le
y

21
17

0.
18

−
0.

1
−

27
−

7%
5%

 
P1

 O
at

s
21

17
0.

18
−

0.
1

−
26

−
13

%
−

13
%

So
gn

 &
 F

jo
rd

an
e

A
ll

Po
ta

to
20

23
0.

14
−

0.
2

−
67

−
3%

13
%

 
P1

B
ar

le
y

20
23

0.
14

 
 

 
20

%
M

ør
e 

&
 R

om
sd

al
A

ll
Po

ta
to

13
80

0.
11

−
0.

6
−

85
−

4%
15

%
Sø

r-
T

rø
nd

el
ag

 
A

ll
B

ar
le

y
94

7
0.

10
−

0.
1

−
7

−
2%

7%
A

ll
O

at
s

94
7

0.
10

−
0.

1
−

9
−

2%
8%

A
ll

Po
ta

to
94

7
0.

10
−

0.
8

−
71

−
3%

14
%

N
or

d-
T

rø
nd

el
ag

A
ll

B
ar

le
y

86
8

0.
08

−
0.

1
−

5
−

1%
7%

A
ll

Po
ta

to
86

8
0.

08
−

0.
7

−
51

−
5%

−
5%

P1
O

at
s

86
8

0.
08

−
0.

2
−

14
−

4%
−

4%
P3

W
he

at
86

8
0.

08
0.

3
20

6%
6%

N
or

dl
an

d
A

ll
B

ar
le

y
11

29
0.

08
−

0.
1

−
8

−
2%

18
%

A
ll

 O
at

s
11

29
0.

08
−

0.
1

−
8

−
2%

18
%

A
ll

Po
ta

to
11

29
0.

08
−

0.
4

−
40

−
2%

30
%

T
ro

m
s

A
ll

Po
ta

to
10

40
0.

06
 

 
 

33
%

Fi
nn

m
ar

k
A

ll
Po

ta
to

40
7

0.
06

 
 

 
35

%

N
ot

e:
 
Ta

bl
e 

ba
se

d 
on

 m
od

el
 e

st
im

at
es

, c
ha

ng
es

 in
 G

D
D

 a
nd

 p
re

ci
pi

ta
tio

n 
un

de
r 

th
e 

R
eg

C
lim

 s
ce

na
ri

o 
an

d 
yi

el
d 

pr
ed

ic
tio

ns
 f

or
 2

04
0.

a 
A

ve
ra

ge
 p

re
ci

pi
ta

tio
n 

ca
lc

ul
at

io
n 

ba
se

d 
on

 a
va

ila
bl

e 
da

ta
: H

ed
m

ar
k:

 1
98

0–
19

98
; T

el
em

ar
k:

 1
98

0–
19

89
.



495CLIMATE CHANGE IMPACTS

Appendix 19.C: Model variants

With respect to temperature, we initially considered annual 
GDD as an alternative to growth season GDD (defined as April 
to September in our study). However, given the Norwegian 
climate, the difference between these two measures would 
have been minimal, as there are few days where the tempera-
ture rises above 5°C between late autumn and early spring. 
Conversely, in the case of precipitation, we considered growth 
season data as an alternative to annual data, but an annual 
precipitation figure seemed more appropriate than a grow-
ing season figure, since a significant proportion of precipita-
tion falling outside the growing season is likely to feed crops 
during it. This is because a large share of precipitation during 
winter months is likely to be released as water when the snow 
melts in spring and early summer, even if some water is lost to 
runoffs to rivers, and so on.

Data was obtained at the global level (in parts per million) 
from the Scripps Institution of Oceanography.* Different data 
formats for CO2 concentration were explored: atmospheric 
concentration in ppmv; transformation of atmospheric concen-
tration to a normalised series starting at 0 in 1957 and ending 
at 56 in 2001; logarithmic transformation of atmospheric con-
centration; and finally, a quadratic term from a second-order 
polynomial was fitted to atmospheric concentration through 
regression. These data formats were included either alone as 
part of the regressions, or in addition to the linear trend. It 
turned out that the simple time trend behaved as well or better 
in the regressions than the various CO2 formats, so we chose to 
only include the former in the main model. The major reason 
for this finding is the dominating linear part of CO2 concentra-
tion in the atmosphere.

Frost events can be harmful to crops, grains in particular. 
Wheat is especially sensitive to sub-zero conditions during 
its vegetative period, when germination and leaf growth take 
place. Cromey et al. [2] found that a late frost event reduced 
yields 13–33% for the affected winter wheat crops in the 

* Atmospheric CO2 concentrations (ppmv) were derived from flask and in situ 
air samples collected at the South Pole. Source: C.D. Keeling, T.P. Whorf and 
the Carbon Dioxide Research Group, Scripps Institution of Oceanography, 
University of California, La Jolla, California USA 92093-0444, July 25, 
2002; http://cdiac.esd.ornl.gov/trends/co2/sio-spl.htm.

Annual or 
growth season 
data

Inclusion of 
CO2 
concentration

Frost events
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Southland region of New Zealand. With this background, 
we expected that a weather event, such as a late spring frost 
episode, would likely have negative consequences for yield. 
To capture an element of this vulnerability, a dummy vari-
able was introduced in the model, with ‘1’ indicating the 
occurrence of one or more ‘frost events’ during that year 
in a given county and a ‘0’ representing the absence of one. 
Given the sensitivity of crops to low temperatures during 
the early phases of their development, a ‘frost event’ was 
said to have taken place when the minimum air temperature 
during one or more days in May was equal to, or fell below 
−2°C (or −4°C in a second variant of the model). May was 
selected as a key month as grains are commonly sown in 
April in Norway.*,† In cases where observations from sev-
eral weather stations had been used to compile weather data 
for a particular county, the records of all relevant stations 
were examined for evidence of frost events. Weather sta-
tions were initially chosen due to their proximity to areas 
of agricultural activity in a county; therefore, a frost event 
occurring at any one of the stations would be likely to have 
some relevance for at least part of the crop area under cul-
tivation in that county. In terms of our results, we found no 
evidence to suggest that frost events influence crop yields. 
This suggests that the model was not well suited to incorpo-
rate such a variable.

The limited fertiliser use data that was available at the county 
level was integrated into the model for the brief period, 1989–
1996. Sample surveys provided figures for the application of 
commercial nitrogen and phosphorus fertilisers to grain and 
oil seeds in the form of average kilograms per decare for most 
counties.‡ Based on the assumption that farmers used both 
nitrogen and phosphorus optimally, the sum of the two was cal-
culated and included as a third independent variable in addition 
to the two central climate variables—GDD during the growing 
season and annual precipitation. The analyses showed that fer-
tiliser use—for the limited period data was available—did not 
have any significant positive effects on yield.

* Note that if spring arrives late, sowing can be delayed.
† Thirty percent of wheat in Norway is sown in the autumn.
‡ Resultatkontroll jordbruk, Statistics Norway, 1993, 1995 and 1997. A com-

plete data set for the 8-year period was not available for some Northern and 
Western counties, that is, Telemark, Hordaland, Sogn & Fjordane, Nord-
Trøndelag, Nordland, Troms and Finnmark.

Fertiliser 
application to 
grain 
production
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The use of quadratic and logarithmic forms of the independent 
variables (GDD and precipitation) did not appear to improve 
the model’s capabilities for the four test counties we selected 
in our analysis (Akershus/Oslo, Rogaland, Sør-Trøndelag and 
Nordland). Results provided fewer significant coefficients than 
our main model.
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